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## 0. Introduction

Any expert system shell that performs the generic task of hierarchical classification must deal explicitly with the issues of knowledge representations, control strategies, inductive learning, and ways of handling uncertainty, ambiguity, and contradictions. This research is mainly concerned about the creation of the expert system shell HICLASS. Aspects crucial to this task are challenged from both a theoretical and an implementational point of view.

The principles of generic tasks and hierarchical classification are described. Important concepts of HICLASS are introduced, followed by a detailed description of the knowledge representation and local control strategies developed for the system, including a discussion of special problems and respective solutions. It is described how HICLASS handles uncertainty. Important issues like concluding values, explanation, learning, incorporating metaknowledge, and the global control strategy of HICLASS are discussed. Then, the actual implementation of the table editor HIEDIT as well as HICLASS is described in detail. It is shown that HICLASS is a genuine tool for the generic task of hierarchical classification. The system is compared to two well-known tools for hierarchical classification. Using the ideas raised for HICLASS, the development of a hierarchical hypothesis matcher, HIHYPO, is proposed. Essential features of HIHYPO are introduced. A theoretic overview about algorithms for inductive learning is followed by the description of an inductive learning algorithm developed for HIHYPO. Appendix B provides an overview about software engineering methods, and a discussion about methods actually used to create the HICLASS package. In Appendix $C$, the definitions of all modules developed for the package are shown.

## 1. The generic task concept

The following two chapters are mainly a synthesis of [5, pp.215-239], as it relates to this research. An ongoing discussion in AI research is concerned about the classification of expert system tasks. Hayes-Roth, for instance, tried to reflect "the different kinds of task that can be addressed by expert systems technology" [10, p.235]. Two of the categories identified by Hayes-Roth are diagnosis and design. "Diagnosis systems infer system faults from symptom data. ... Design systems develop configurations of objects that satisfy certain constraints" [10, p.235]. The Hayes-Roth approach has recelved some criticism, "largely because it appears to mix up different dimensions, and because the categories employed are not mutually exclusive" [10, p.235]. clancey, on the other hand, proposed an analysis in terms of generic operations on a system to answer the question what kinds of operation a program can perform with respect to a real-world system. "Clancey distinguished between synthetic operations that construct a system and analytic operations that interpret a system" [10, p.236]. These general concepts can further be specialized, in the case of construct into specify, design, and assemble. Expert system shells like Heracles (Clancey) and COAST (Bennett) have been built that "consider high-level problems and propose architectures that support specific behavorial strategies for them" [5, p.235]. Heracles incorporates heuristic classification, a strategy for diagnosis, while COAST is concerned about configuration systems. Despite these efforts to distinguish between different types of knowledge-based reasoning most expert system methodologies developed so far "apply the same strategy ... to both design and diagnosis, as well as to any other task" [5, p.215].

Chandrasekaran proposes the concept of generic tasks. Generic tasks are "building blocks out of which more complex problem-solvers or architectures for them can be fabricated" [5, p.235]. Each building block stands for a different type of reasoning "such that each of the types is both generic and widely useful as components of complex reasoning tasks." For each identified task, "languages are developed that encode both the problem-solving strategy and knowledge that is appropriate for solving problems of that type," The intention of the generic task approach is to give the knowledge engineer "access to tools that work at the level of the problem, not the level of the implementation language" [5, pp.215-216].

Each generic task "is characterized by:

1. The kinds of information required as input and the information produced as a result of performing the task.
2. A way to represent and organize the knowledge needed to perform the generic task.
3. The process (algorithm, control, problem solving) that the task uses." [5, pp.215-216]

Some importent features of generic tasks as given in $[5, \mathrm{pp} .234-235]$ are:
multiformity
Each task "provides a different way to organize and use knowledge. . . Different problems can use different generic tasks and different combinations of generic tasks."

- modularity
"A knowledge-based system can be designed by functionally decomposing its intended problem-solving task" (e.g. diagnosis) "into several cooperating generic tasks. ... Each generic task provides a way to decompose a particular function into its conceptual parts, .... and allows domain knowledge of other forms to be inserted."
- knowledge acquisition
"Each generic task is associated with its own knowledge acquisition strategy.


## explanation

"... the control strategy of each generic task is specific enough for generating explanations of why the problem solver chose to evaluate or not to evaluate a piece of knowledge."

- exploiting the interaction between knowledge and inference "... each generic task specifically integrates a particular way of representing knowledge with a particular way of using that knowledge."

Like the ones described below, each generic task is "constrained to perform a limited type of problem solving". A generic task "requires the availability of appropriate domain knowledge" [5, p.235]. The task "needs to be coherent and simple in the sense that it ought to be characterizable by a simple type of knowledge and a family of inference types" [5, p.217].

Types of generic tasks as identified in [5, p.216] are:
hierarchical classification
"... is finding the categories in a classification hierarchy that apply to the situation being analyzed."
plan selection and refinement
"... is designing an object using hierarchical planning."
knowledge-directed information passing
"... is determining the attribute of some datum based on the attributes of conceptually related data.

```
hypothesis matching
"..= is matching hypotheses to a situation using a hierarchical representation of evidence abstractions. The general idea is that we have a set of data which potentially pertain to a concept. We want to know how well the concept matches the data."
```

```
hypothesis assembly
```

hypothesis assembly
".. is constructing composite hypotheses in order to account for
".. is constructing composite hypotheses in order to account for
some set of the data.

```
some set of the data.
```

A "number of well-known expert systems can be thought of as decomposable into one or more of these generic tasks. For example, Rt performs a simplified type of plan selection and refinement, while MyCIN performs classification and data abstraction" as well as "plan selection" "PEIRCE is the tool for the hypothesis assembly task; INTERNTST and OENDRAL also perform this task in large measure" [5, p.217]. In all of these cases, the system performs the tasks, but not necessarily with a method most natural for the particular task. As mentioned, different problems can use different generic tasks and different combinations of generic tasks. For example, diagnosis uses classification and hypothesis assembly. It is a compound task, since different distinct types of knowledge and inferences are used.

## 2. Hierarchical classification

Hierarchical classification performs one problem-solving task in human reasoning, classification, under the condition that there is a "classification hierarchy that organizes the classificatory hypotheses" [5, p.218]. "Hierarchical classification requires as input a data description of the problem to be solved. After processing, the task yields 011 the categories of the malfunction hierarchy that apply to the given data. ... The classifier requires a preenumerated list of the categories that it will be using. Furthermore, these categories must be organized into a hierarchy in which the children (...) of a node represent subhypotheses of the parent. ... As the hierarchy is traversed from the top down, the categories (...) become more specific" [5, p.218],

Example:
Puel syetem problenm

"Each node in the hierarchy is responsible for calculating the 'degree of fit', or confidence value, of the hypotheses that the node represents. ... Each node can be thought of as an expert in determining whether the hypothesis is true. For this reason, each node is termed a specialist in its small domain. To create each specialist, knowledge must be provided to make the degree-of-confidence decision. The general idea is that each specialist specifies a list of features that are important in determining whether the hypothesis it represents is true and a list of patterns that map combinations of features to confidence values" [5, p.219].

In order to efficiently traverse the hierarchy, a type of hypothesis refinement is used: establish-refine. That is, "a specialist that establishes its hypothesis (...) refines itself by activating its more detalled subspecialists, while a specialist that rules out or reject its hypothesis (...) does not send any messages to its subspecialists, thus avoiding that entire part of the hierarchy. ... The establish-refine process continues until no more refinements can take place. This can occur either by having reached the tip level hypothesis of the hierarchy or by having ruled out mid-hierarchy hypotheses" [5, p.219].
3. The HICLASS system

### 3.1. Introduction

The expert system shell that is the topic of this research (to be referred to as HICLASS) will essentially follow the ideas raised in chapters 1 and 2. In chapters 5.1 . and 5.2 a critique of HICLASS, with respect to the issues raised in the first two chapters, is given.

### 3.1.1. Terminology

In HICLASS
a category will be referred to as a class
a table is a node in a hierarchy (or a specialist)
a table consists of one or more classes

- a class is described by one or more attributes (or features)
all classes within one table share the same set of attributes
- an attribute is defined on an underlying finite set of acceptable values for that attribute
a class is described by a list of instances (or patterns) that map combinations of values to weights (or confidence values)


### 3.1.2. The concept of "table"

One important feature of HICLASS is the existence of the concept table. In a table, several classes are combined. This is an advantage if several classes with the same parent share attributes and can therefore be compared with each other under the assumption that they are distinguishable by the attributes. The attempt is to come up with one relevant class per set to partition the search space in the most radical way. This among other things prevents the system from requiring additional information if the evidence for one class assures that all other classes can be ruled out. If two or more classes have a certainty of being true greater than a predefined threshold, then there will be several solutions for the particular table.


Figure 3.1.2.1. Example of a hierarchy of tables

Given a situation in which classes with the same parent do not share attributes, sets of classes within a table become impractical, since all the attributes of all classes have to be considered. In this case, each class is described by its own table, and all of these tables have to be considered in order to establish or rule out hypotheses.


Figure 3.1.2.2. Example of a nierarchy of tables (single classes)

### 3.1.3. Knowledge representation

### 3.1.3.1. Sets as a basic approach

Within a node of the hierarchy, given there are several classes combined in a table, the task is to differentiate instances of one class from another. ".. instances, each described in terms of a fixed number of attributes. Each attribute in turn has a small number of discrete possible values, and so an instance is specified by the values it takes for each attribute." [12, p.196]. An instance can be considered a set of values, a set of instances describes a class and a table is a set of classes. Therefore, the basic knowledge representation is based on sets and basic set operations serve as operators on sets.

In earlier stages of this research the special philosophy of XBOOLE $[2,14]$ has been used to define these sets. XBOOLE is based on an extension of BOOLEAN algebra while introducing a third state variable "-", standing for ' $O$ ' OR "1", in other words for 'Don't care'. The introduction of 'Don't care' is cructal to an improvement of the performance of a classification system. It was proved though that it is not useful for this purpose to use the toolbox XBOOLE/XB_PORT [7]. The amount of problems introduced would be much higher than the number of advantages gained.

## 3．1．3．2．Preenumerated solutions

An important feature of a classification system is that solutions can be enumerated in advance，$e .9$ ．＂In the diagnosis phase of MYCTN，the program selects from a fixed set of offending organisms＂［10，p．242］．In HICLASS； tables are defined within a hlerarchy．A number of attributes is defined for each table．These attributes have well defined values for instances of a particular class description．They serve to rule out classes in the case of a class set and to determine the certainty value of one or more succeeding classes．A class description consists of one or more instances that provide values for all the attributes，including one special attribute，the result，representing a hypothesis．prior certainties can be bound to the values and to the instance itself（a weight in the latter case）．Thus，if an instance can be matched，a result with an associated certainty is produced．The results of a table represent the interfaces to nodes on a lower level in the hierarchy．

Example：

| sype | size | location | creature | weight |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 ft． | at sea | whate | 1.0 |
| cetacea | 20 ft． | at sea | whale | 0.9 |
| cetacea | 6 \％t． | near coast | porpolse | 1.0 |
| cetacee | 6 \％${ }^{\text {Pr }}$ | at sea | dolphon | \％．0 |
| fish | ＋P耎． | n．pacific | salmon | 1.0 |
| fish | 6 索管。 | at sea | shark | 1.0 |

Figure 3．1．3．2．1．Example of a table defintion

In the above example there are four attributes defined，each of them described by several values．

```
type ={cetacea , Fish}
size ={25 ft. , 20ft. , 6ft. , f%.}
location = {at sea , near coast, n.paciflic}
creature = {whale, porpoise, dolohin, salmon, shark}
```

The attribute creature has the spectal property of describing a result． There are five different class descriptions．Except the class whale（two instances）：all classes are described with one instance．There are weight values bound to each instance．A weight of＂t．0＇means＇It is for sure that this desoription is true＇．Weights are defined as numbers $[0.1$ ． 1．01．

### 3.1.3.3. "Don't care" values

A "Don't care" value will be denoted by '*' and substitutes values for a given attribute. Within the limited universe of one attribute definition it stands for all possible values this attribute has, and therefore it actually disables this attribute from being part of a decision using an instance including "Don't care" for this attribute. There are several reasons why it can be useful to have such a special value:

1. If the knowledge used to describe a class is incomplete, i.e. if no decision can be made which of the defined values for the attribute is the appropriate one.
2. If in a table one attribute is not applicable (or not defined) for a certain class.
3. If the attempt is to generalize the description.

## Examples:

1. 

$$
\begin{aligned}
& \text { cetabea } 25 \text { wit. whate } 0.9
\end{aligned}
$$

$$
\begin{aligned}
& \text { Winh } 80 \text { contidence*. }
\end{aligned}
$$

There was no information available about the location of <whale>, thus this attribute was disabled and the weight adjusted according to the incomplete information.
2.

| yypz | stze | cciom of teathers | Creatitre | weight |
| :---: | :---: | :---: | :---: | :---: |
| cetzesen | 25 ft. | 矣 | whyle | 1.0 |
| birc | 1 fts. | Whitite | albatross | 1.0 |


Here, '*' means "Not applicable". Since this is not distinguishable to the "Don't care" case, problems could arise concerning not only explanation features but also the logic of questions generated by the system. It should therefore be avoided to build tables in this fashion.
3.
cetaces 25 ftr whate p. क

Now, the class description was generalized in order to make the inference process easier and faster. It doesn't matter, what the location of "whale> is, since there is confidence that (whale》 can be found at all possible locations.

### 3.1.4. The hierarchy

Given an input vector, describing a special instance, the task is to classify this instance, this means to find the class (the result) it belongs to according to the description of this class. This process is common to many domains. Examples can for instance be found in zoology and botany applications; fleld guides provide a form of 'manual classification'. A set reduction takes place, the original set of all classes will be reduced when the classification process goes on.
"The classes involved usually have a hierarchical organization, in which subclasses possess the discriminating features of their superclasses, and classes which are 'siblings' in the hierarchy are mutually exclusive with respect to the presence or absence of some set of features." [10, p.238].

Example: (based on [6])


Figure 3.1.4.1. Example of a hierarchy

In the example the first level in the hierarchy is more abstract than the second one. At the first level we only have one root table (a set of classes) describing basic principles of animals (principle 'mammal', 'bird'). Attributes are used to distinguish among classes (like 'can$f 1 y^{\prime}$ ). If the problem at the first level is solved, which means the result of this table is found (one or more classes), the search space can be reduced not only by the non-succeeding classes of this set but also by entire branches of the tree, starting with the children of the classes that are rejected. At the next level, considering that we found to deal with a 'mammal', we observe the appropriate set, again consisting of classes but different attributes to distinguish among these new classes (like 'has-long-neck').

### 3.1.5. The control strategy

Performance-oriented expert systems (HICLASS can be considered as belonging to this category) "start with a representation of knowledge about a task or domain and attempt to bulld a program that displays competent behavior in that domain" [3, pp.25-26]. There must be knowledge about How an expert would solve the problem based on the knowledge available, How the problem solving process is gulded, how to detect and measure errors and to deal with contradictions.

Since we have to deal with a hierarchy, 'top-down-refinement' can be used. "The method of 'top-down-refinement' uses 'levels' of abstraction. Higher levels are more abstract than lower levels. When the expert system has solved the problem at one level it moves down to the next, more detalled, level. The order and content of levels is predef ined, whereas the order in which sub-problems on a particular level are tackled is dependent on the task in hand." [9, p.449].

The basto princtiple of reasoning in a classification system is reasoning by elimination. "Reasoning by elimination is an approach in which nonsolutions (or solutions with low plausibility) are pruned from the search space as early as possible. To do this, the expert must partition the search space in such a way that early pruning can be achieved." [9, p.448]. This definition is adequate for a system based on sets and set reduction.

A control strategy designed to serve reasoning by elimination is Chandrasekarans "establish-refine" (as described in chapter 2). HICLASS uses the very idea of this strategy. In HICLASS, one or more results with a certainty value bound to them are produced after a table is "solved" hypotheses are established. The process continues while invoking the subspecialists (or classes) a particular result is pointing to (the hypothesis refines itself). If the subspecialists are combined in a set; only one pointer is necessary, otherwise more then one. In class sets, wrong hypotheses are etther automatically ruled out in the set reduction process or a certainty value of zero is assigned to them. In both cases. the subspecialist of these classes will not be established. The process stops when all paths followed terminate because all current tables are leafs in the classification tree, and when all current hypotheses are either ruled out or hold a certainty value smaller than a predefined threshold.
3.2. Comparison of the HICLASS knowledge representation to other representations

The hierarchy of tables as well as their predefined content using attributes can be seen as a frame-like structure. Besides some similarities though, there are basic differences between the two forms of knowledge representation.
"Each frame contains information about one particular object, concept, or event and typically has slots which contain values. ... The prototype frame for a class will contain the list of slots applicable to the class and can also contain default values or valid ranges of values for these slots. An instance frame for that class will then contain the detailed information for that particular instance." [11, p.285].

One similarity between frames and a hierarchical table structure is that a table includes attributes (or slots) and that there are values defined for these slots. The major difference is that multiple concepts can be stored in a table and that there is nothing like a prototype frame. This leads to a more compact description and incorporates, differently than in a basic frame structure, the reasoning principle, in this case a set reduction philosophy used to distinguish between classes.

Dealing with frames there are 'ISA' and 'AKO' relationships, where 'ISA' defines an instance of a class defined by the prototype and 'AkO' ('a kind of') the superclass-subclass relationship between frames. In our case there is an 'Ako' relationship ('mammal' is a kind of 'animal'), referring to a subset (a class) of the corresponding class set on a higher level. The table itself can be seen as a prototype frame, filled with different class descriptions. The 'AKO' relationships have all the typical qualities, like inheritance of values from general classes to more spectific classes.

However, there are also some similarities to rule-based systems. A construction like 'if (bird) and (cannot fly)and(has long neck) and(...) then ostrich' is a rule. One of the basic differences between a real rule-based system and the current approach is that the interaction between rules follows other principles (no channel of interaction via a database). But, as we will see in the next chapter, a combination of ideas from different basic approaches can make distinctions like this very fuzzy.

### 3.3. Fuzzy borders: From frame-1ike objects to rules

As described above, there are similarities between the HICLASS knowledge representation and a representation based on rules. Even if the system will not be implemented in a rule-like fashion, it can be interesting how the proposed representation could be altered to handle this task. Additionally, there is a chance to open up the classical hierarchical approach in order to enrich the reasoning process.

In the following examples, the attribute name result denotes that an exitcondttion is bound to the table, whereas class has to be seen as describing a subsolution.

### 3.3.1. The "classical" hierarchical approach

Since the approach below follows the description in 3.1 .4 .3 no further comments are given. The hierarchy in figure 3.3 .1 .1 . consists of the three tables $A, B$ and $C$. Attributes ( $2, a 2, \ldots, c 4$ ) are defined for each table. A spectal attribute denotes the result of a particular table (class_A, result_B, result_o).


Figure 3.3.t.t. Tables in a nierarchy

### 3.3.2. Opening the "classical" structure

So far it was assumed that the attributes (a1, a2, $\ldots=, 04$ ) are only dependent on an external input (e.g. a question to the user) rather than that their values are provided by another table. Given an application in which the number of results (combined with an exit-condition) is relatively small and the distinction between them fatrly easy except some attributes which itself are more complex to be derived, the following structure would make more sense, since it can turn out that it is not necessary to derive these complex values (other attributes might be reasonable for a distinction), thus we don't have to go all the way down in a tree structure.

Wot⿷; The zoological content of the example is not very appropriate to filustrate the concept, it nevertheless was chosen to be consistent.


Figure 3.3.2.t. Complex interactions between the tables

In figure $3.3 .2 .1 .$, the description for the attributes al and be includes a pointer to other tables. Table $B$ can be used to provide a value for attribute al of table $A$, and table $C$ wold provide a value for attribute b2. If the knowledge of the value of attribute a2 is suffictent to come to a result for table $A$ we don't have to "fire' the tables $B$ and $C$. otherwise, the classification "Mammal/Bird" derived from table $B$ could serve as an input to detect the value of al. For the first moment this
structure seems to drop the feature of inheritance between values from general classes to more speciftc classes. But this information is not lost, since table $B$ holds all the necessary information which can be derived from tt. Actually, the structure doesn't violate any important feature of a classification structure; it only represents it in a different way.

### 3.3.3. The combination of the two concepts

Depending on the problem on hand, the structure must be flexible enough to handle very different hierarchy descriptions. A combination of the original with the modified structure is possible and allows much more flexibility. The tables can be chained in any imaginable way resulting in a structure serving most classification and effictency needs. This is the approach implemented in HICLASS.


Figure 3.3.3.1. Complex interactions in a hicrarchy

### 3.3.4. Introduction of a factbase

Up to now a hierarchy was more or less very strictly defined. In applications with more complex structures and eventually competing solutions, it might be more appropriate to not follow the branches of a predefined tree. The strictly defined chaining could be substituted by an independent channel of interaction - a database or factbase. One could say that this is the beginning of giving up any kind of hierarchy. This is not true. Even in pure rule-based systems (that are obviously the destination of the 'evolution' process described here) one can find a sort of hierarchy in most of the cases; more hidden, sometimes not truly hierarchic. Given a backward-chaining approach and a rule activating another, the two rules often have a hierarchical relationship between each other. "The indirect, limited interaction is also, however, the most significant factor that makes the behavior of a Production System more difficult to analyze". [3, p.32]. For the beginning we still maintain the concept of tables, which are sets of classes that are distinguishable from each other using attributes defined for the table. The difference is the way the tables interact. Now, they are not explicitly calling each other but having access to a central factbase which will be updated depending on the process of leading the search.


| bt b2 b3 | olass_8 |  |
| :---: | :---: | :---: |
|  |  |  |
|  |  | namanal |


| cicz c3 | result_c |  |
| :---: | :---: | :---: |
| Tiger |  | Sumatra |
| Tiger |  | Siberian |


| d2 d3 | $\operatorname{cisss} 0$ |
| :---: | :---: |
|  | Tiger |
|  |  |

Assuming that 'Sumatra' is the desired result of a particular run of the small expert system incorporating a hierarchy as shown in figure 3.3.4.1., the fact 'Tiger' is needed in order to fire table C. Both table A and D can provide this fact as a result. If one of these tables can successfully be solved, the result of the table is added to the factbase, from where the control instance could get the necessary information to fire C. Table D though might provide the fact 'Tiger' much faster and easier than table A would do. Thus, it might be better to follow the short path rather than the longer one. However, the decision of which table to 'fire" remains a problem for a good control strategy.

### 3.3.5. A Rule-based system

In a pure rule-based system, the one and only interaction between the rules is realized by the factbase. "...we have a completely ordered set of rules, with no interaction chamel other than the database. ... all interaction must occur by the effect of modifications written in the database; ... these modifications are accessible to every one of the rules. ... a system, that is strongly modular, since no rule is ever called directly. ... Production systems emphasize the statement of independent chunks of knowledge from a domain and make control a secondary issue." [3, pp.32.35].

With respect to classification issues, the only structures remaining are tables holding the description of one specific class, that are rules. A rule-based approach allows a greater flexibility in mapping attributes to different classes, that are now self-supporting and not explicitly embedded in a context with other classes from which they have to be distinguished, which in turn also raises the chance of incorporating contradictions and incomplete descriptions.

It is still possible to keep principles of inheritance. For example, the rules for (tiger) and (giraffe) indirectly refer to the (manmal) concept. If one class has an unique attribute, it will only appear in this special rule, whereas before it had to be incorporated for all other members of the same set as well (a lot of "Don't cares" are the result).


Figure 3.3. 5. Independent rulee Interacting va a factbase

### 3.4. Local control strategies

The main goal of a classification system is to find a class an unknown instance belongs to (a result). This overall goal simplifies some things. The termination condition of a search within a table will be true if there is only one result left, even if there are more rows in the table referring to that result, given that all the instances left carry the same weight. If the latter is not the case, the termination condition is fulfilled if there are only instances with the same weight left. Thus, the goal is to come up with an unique result, unique in both the value for the result and the weight attached to it. The basic reasoning method used in a classification system is reasoning by elimination. Dealing with predefined hierarchy structures we have to lead the process of getting a result within one table.

A forward chaining approach is also known as a data-driven approach. In a rule-based system the rule application module "cycles through the rules looking for one whose condition part is satisfied by the database. When it finds such a rule, it invokes the action part. In many cases, the action results in changes to the database which enable other rules. The rule application module continues cycling either (i) the problem is solved (the goal is achieved) or (ii) a state is reached where no more rules can be invoked. ... In using this method, one begins by entering data about the current problem into the database." [9, pp.421-422, 424]

The statement given above is concerned about rule-based systems. Some things change in HICLASS. In general, there will be no initial facts given, a factbase in the sense of a rule-based system doesn't exist anyway. Knowledge is provided with class descriptions (that can also be interpreted as rules), grouped together within tables. The first step is up to the system, which will start with asking a question to a user, attempting to acquire information about a particular result while giving a multiple choice of all values defined for a particular attribute.

To decide which question to ask next is the problem of the control strategy we are concerned about in this chapter. Since there is a predefined hierarchy structure, there will be one table to be invoked first. If the first question really comes from this table or from a table called from it, depends on the particular situation. The control strategy only works in a limited environment, within one table. Contrasting this with a data-driven approach in rule-based systems we can say that in our case tt is clear which "rule" to fire according to the hierarchy. We are concerned about which part of the "rule" to examine next. The process is not driven by the input data but by the remaining data in the knowledgebase. Hence, we will use the term forward chaining, thus contrasting to a backward chaining, goal-driven approach.

Using ideas of a forward chaining approach, there are some different ways of deciding which question to ask/investigate next. This depends on the knowledge incorporated in the table.

### 3.4.2. Left-to-Right

Again, the questions are asked left to right, starting with the first one. This time though, every answered question leads to a reduction of the contents of the table (using intersection again). Hence it can happen that not all questions need to be asked anymore. Attributes with the same value or with <Don't care> in all rows do not need to be considered anymore; the first applicable question identified is selected.

## Example:



Result: The creature its salmon.

### 3.4.3. Heuristic driven

The approaches described above are straight forward, the control strategy does not involve any knowledge (in the case of MATCH) or only a little knowledge (in the case of Left-to-Right) about the contents of the table. A heuristic approach would not simply go in one predefined direction but choose every question according to the knowledge avallable.

One idea for a heuristic could be to use the one developed in [14]. There, values have been evaluated according to the amount to which the knowledge about them would reduce the amount of values remaining. But we have to deal with a different situation now. The answer to a particular question is not dual anymore, but can be chosen in a multiple choice fashion, thus involving all possible answers. We cannot predict the answer of the user. The goal to be achieved is to find a unique result. Hence, the question chosen should serve best to distinguish between classes.

A useful heuristic would be to prefer a question with the highest amount of possible answer values, since the more values are defined, the higher is the chance of an distinction among classes. 'Possible answer values' means that only values are counted which are still valid in a reduced set.

## Example:

```
type: 2 values
size: 3 values
location: 3 values
What is the length of the creature? Ift.
Tish ftr. n.pacific salmon t.0
```

Result: The oreature is a salmon.

This heuristic seems to work fine. An important point to make is that a heuristic driven approach is only applicable if the order of questions is not predefined

### 3.5. Class descriptions with different weights

As mentioned above, the termination condition of the local strategies is fulfilled if there is only one class left and if all the instances of this class carry the same weight. The goal is to come up with an unique result, unique in both the value for the result and the weight attached to it. So far, the problem of different weights for a succeeding class was ignored and will be discussed below.

The following table will be used during the discussion:

| type | size | Tocation | creature | weight |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 妾 | at sea | Whale | 1.0 |
| cetacea | 25 ft | neer coast | whate | 0.9 |
| fish | 1 +t. | near coast | samon | 1.0 |

### 3.5.1. MATCH

Applying a MATCH strategy to the table given above, the following sequence of action is possible:

Example:


There is no problem, all questions are asked anyway and a unique result is produced.
3.5.2. Left-to-right
If a Left-to-right strategy is applied to the table, the following could happen
Example:





at sea

$$
\begin{aligned}
& \text { cetacea } 25 \text { ft. at sea whale } 1.0 \\
& \text { Result: It is for sure that the creature is a whale. }
\end{aligned}
$$



 possible. In order to allow this "shortcut", a specific order of action
has to be maintained. First, the goal is to find unique results, then, has to be maintained. First, the goal is to find unique fere are multiple instances of one more results left carrying given there are mut unique results with a specific weight are needed.


### 3.5.3. Heuristic driven

Finally, a heuristic driven control strategy could be applied in an attempt to solve the table:

## Example:

```
type: 2 values
suze: 2 velues
70cation: 2 values
What is the class ot the creature? cetacea
\begin{tabular}{lllll} 
cetacear & 23 pt. at sea & whane & i.0 \\
cetacea & 25 ft. near coast mhale & 0.9
\end{tabular}
size: 2 values (but only one vaTue for this attrabute teft in the tuble)
Mocatlon: 2 velues
Where does the creature tuy? near coest
Cetacen 25 ft. near const whate 0.5
Result: St is 90% for gure that the oreature is a whale.
```

The order and amount of questions turned out to be the same as in 3.5 .2 .2 which must not necessarily be the case and is due to the simple example.
3.6. Different classes with the same content but different weights

It might happen that different class descriptions have the same content but a different weight attached to it. It should be possible to handle the following example.

Example:

| cetacea | 23 需 | t sea | Whate | 0.9 |
| :---: | :---: | :---: | :---: | :---: |
| cetmeen | 25 ft. | dt sea | monster | O. 1 |

There is no way to distinguish between the two classes, hence we will have to deal with a set of results rather than with one unique result.

### 3.7. ASKFIRST

Using an approach in which questions for values of specific attributes can be answered by another table, we sometimes should nevertheless consider to let the user answer first. If by chance he knows the answer, we don't have to involve the other table or, even worse a series of tables. In case the human's answer is unkNown we then can "fire" the table to solve the problem. When this combined option should be used, depends on the specific situation. This principle is also used in the MYCIN system: "...each parameter be labeled as an ASKFIRST attribute (...) or as a parameter that should first be determined by using rules rather than by asking the user." $[3, \mathrm{p} .64]$.

### 3.8. One class, one table and multiple children

In 3.1.2. it was stated that in a situation in which classes with the same parent do not share attributes, sets of classes within a table become impractical, since all the attributes of all classes have to be considered. In this case, each class is described by its own table, and all of these tables have to be considered in order to establish or rule out hypotheses. Does this have any effect on the local control strategies used?

The termination condition for local control strategies so far was to produce one unique class with a unique weight. In the best case, only a subset of all possible questions has to be asked in order to terminate the search (except MATCH, all strategies are aimed at minimizing the amount of questions necessary).

Example:


B:

$$
\frac{\text { type size }}{\frac{\text { phen }}{\text { pistan }}}
$$

There are two tables, both are called from the same parent, and both have to be considered in order to continue with the classification. What can be done? There are two instances with different weights in table A. A heuristio driven strategy can be used to simplify the table content.
What te the size of the babies? 3 ft.
A: cetacea 25 Pt. 3 pt. whale
B: fish $\quad 1.0$

Both tables fulfill the termination condition - unique class descriptions with unique welghts. At least we know that <whale> has <3 ft .> long bables (the question was asked only for this table!). But so far, we also know for sure that the creature is a salmon, without even generating a question (a very smart system..., or not?). There is no way to use knowledge acquired within the context of one table for another, since completely different attributes are defined; even if they can share the same name, e.g. <type», they are NOT the same! The only way to really be sure that no wrong information will be produced is to ask all questions avallable within one table, $\dot{\text { f }}$.e. we have to use MATCH as long as there are multiple children left.

Additionally，we have to give another answer option to the user to avoid confusion，since questions and answers might be generated that do not relate at all to the instance which has to be classified．This option is ＜Not applicable＞and results，when chosen，in an immediate termination of the search and in assigning a certainty of zero to the particular table．
a）assuming the user＂sees＂a＜whale；

Table A：
What is the ciass of the creature？cetacea
What is the length of the creature？ 25 ft ．
What is the size of the babies？ 3 ft．
A：cetacea 25 ft 3 fit mhate 1.0

Table B：
What is the class of the ereature？Not applicable
The choices＜fish＞and＜hot applicable＞were gtven to the user． The user chose shot applicables because he／she＂sees＂a 《whele＂： whon is Not（fish＞．

Result；The creature is a whale．
b）assuming the user＂sees＂a＜salmon＞

Table A：
What is the class of the creature？Not applicahle
The choices＜cetacea＞and 〈Not applicable〉 were given to the user． The user chose（Not applicable）because he／she＂sees＂a ssalmon＂， which is NOT a cetaceas．

Result：The creature 15 a samon．

It was not necessary to ask any other question，since $B$ is the only table left and has a unique result with a unique weight（the world view is limited to the information stored in the system！）．

A practical problem appears given a parent calling multiple children． There is only one result defined per instance，thus only one pointer．In order to call multiple tables at the same time，a dummy table has to be inserted．

## 3．9．An answer unkNown

Imagine trying to identify this strange animal you saw the other day．The computer asks you＂With what are the supraorbital processes fused to the braincase？＂and gives the choices＂with part of posterior projection＂or ＂with posterior extension＂．WHAT？？！＂I don＇t know！＂

To handle situations like this there is a need for a default answer， namely UNKNOWN．And maybe other questions are easier to answer and it is nevertheless possible to proceed in the classification．How to deal with this answer？Which problems arise given this choice？

The easiest way to handle the situation is to simply fgnore the UNKNOWN question／answer as not helpful to the classification process．This of course will have more or less serious effects，depending on the control strategies chosen and on the content of the particular set，Let us now investigate the effects，considering different control strategies．Without further discussion it should be stated that，if a question marked as ASKFIRST is answered with UNKNOWN，we will try to find an answer using a table designed to provide this answer（if there is such a table）．

Example：

| cype | $5 \pm 26$ | 7ocation | creature | wetett |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 ft． | at sear | whete | 1.0 |
| cetacea |  | near cozst | porpetse | 1.0 |
| cetacea | 6 Ft． | \％5ca | dstphin | 1.0 |
| 菅它产 | \％Et． | ท．pactinic | Sulman | 7．0 |
|  | 6 \％t． |  | shatm | 1.0 |

### 3.9.1. MATCH

With this approach, every question is asked from left to right without any further action involved. An input vector is built and compared to the table.

## Example:



```
cevamea 5 %t. near coast ponpoise v.0
vectorz= & cetacea, U|RNOWN: *t $eat l
\begin{tabular}{|c|c|c|c|c|}
\hline cetacea & 25 需. & at sea & whate & 1.0 \\
\hline cetacea & \% \({ }^{\text {\% }}\) t. & at seat & dolphin & \% \(=0\) \\
\hline
\end{tabular}
```

We can get sets of solutions rather than one unique result after exhausting all the possible questions. Since the input vector is incomplete it might not be possible anymore to fully classify instances. The answer UNKNOWN has no effect on the way the control strategy works, since all questions are asked anyway.

### 3.9.2. Left-to-right

Questions are asked from the left to the right, and every answer leads to a reduction of the table. Hence it can happen that not all questions have to be asked anymore. The answer UNKNOWN is ignored, no action will take place, thus no reduction. Depending on the particular situation this will effect the number of questions to be asked.

Example:


The result is the same as with MATCH, all questions had to be asked. It can easily be seen that if the answer to the second question would have been <25 ft.>, the third question would have been useless, since the result would have been clear: cwhales. Hence, the answer UNKNOWN effected the efficiency of the control strategy.

### 3.9.3. Heuristic driven

The heuristic driven approach does not simply proceed in one predefined direction, but chooses every question according to the knowledge available. The heuristic to be used here is to prefer a question with the highest amount of possible answer values.

Example:

| type: 2 values <br> size: 3 values |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| location; 3 values |  |  |  |  |  |
| What is the length of the creature? UNWMOW ho change in table |  |  |  |  |  |
| Where does the creature live? at sea |  |  |  |  |  |
| cetacea 25 ft at sea whale 1.0 |  |  |  |  |  |
| cetacar 6 fet, at sea dolphin 1.0 |  |  |  |  |  |
| Fish 6 ft. at sea shark 1.0 |  |  |  |  |  |

type: 2 values

What is the ctasa of the creature? cetacea

| cetacea | 25 at sea | whalk | i.0 |  |
| :--- | :--- | :--- | :--- | :--- |
| cetacea | 5 pth. | at sea | dolphin | 1.0 |

Again, we have the same result as before; and the same effects on the efficiency of the control strategy. For the heuristic driven as well for the Left-to-Right approach the effects will not always be as strong as it turned out here, where no savings at all were left after only one answer UNKNOWN. But the effects wlll be there and there is no way to avold them.

### 3.9.4. Global effects

We found that there are two reasons for having a set of results rather than one single unique result: a) if we deal with multiple classes having the same description but different weights attached to them, and b) if multiple results were produced after an answer UNKNOWN.

Since the tables are embedded in a hierarchy structure, we have to take the results from one table in order to find our way through the tree. Different to the examples already given we are not done with stating that there are multiple results and maybe displaying the special values. Depending on the particular situation we basically have to deal with two situations.

Example:
a)

| A | backbone | bramthens | type | weight |
| :---: | :---: | :---: | :---: | :---: |
|  | yes | blow hole | cetacea | 1.0 |
|  | yes | gills | fich | 1.0 |
| $8:$ | size | location | creature | weight |
|  | 23 ft. | at sea | whale | 1.0 |
|  | 8 \%t. | near coast | porpoise | 1.0 |
|  | 6 炜。 | at sea | dolphan | 1.0 |

C: $\begin{array}{lll}\frac{\text { location }}{\text { n.pacific }} & \text { creature weight } \\ \text { at sea } & \text { shark } & 1.0 \\ & 1.0\end{array}$

b) A :

| backone breathing | bype | meight |  |
| :--- | :--- | :--- | :--- |
| yes | blowhele cetacea | 1.0 |  |
| yes | gile | bish | 1.0 |


| E | type | size | Iocation | creaturs | wetigh |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | cetracea | 25 ft | at sea | Whate | 1.0 |
|  | cetamea | 6 Pt. | near coast | porpoise | 1.0 |
|  | cetacea | 6 ft. | at sea | dotphen | 1.0 |
|  | Fish | 1 ft. | n.pactific | salmon | 1.0 |
|  | frich | 6 \% ${ }^{\text {ft }}$ | at sea | shark | 1.5 |

(The chaining condition for attributa <types in a is chosen to be Askemptapalse)


Using a left-to-right control strategy, for both a) and b) the first question will be

How does the crature breath? UnWHown
resulting in

| A: | yes | blow hole | cetacea | 1.0 |
| :---: | :---: | :---: | :---: | :---: |
|  | yes | 917 | fish | 1.0 |

Both classes in this set are true given this answer. They both have the same certainty of being true.

For a case like a) we have to follow several paths in parallel, as long as we either reach a dead end or come to a solution. This means that we have to carry the problem with us right to the end, maybe introducing more paths due to additional UNKNOW answers.

With b) both results must be used in order to reduce table $B$, which in this particular case (all possible values are still valid) doesn't result in any reduction, which means the same as an answer UNKNOWN for the attribute <class〉 of table $B$. We should now ask the user if he/she can specify the class of the creature; we assume here that this answer would be UNKNOWN as well. In other cases though, it might turn out, that at least some reduction can take place, since not all results of the called table might be valid anymore.

In order to show different aspects connected with the raised problems, we wlll have a look at different classification goals. A left-right control strategy will be used.

II) assuming the user "sees" a <shark>

```
IIa) What is the size of the cetacea? Not applicable
    (Question from table 8.)
    The choices <25 ft.>, <\delta ft.> and <> ft.> and <not applicable> were given to the user.
    What vis the location of the fich? at sea
    (Question Pron table 0.)
    Result: The creature is a shark.
```

Basically the same comments have to be made as in la). Even though, coincidentally, the attribute <location> is defined for both tables does not mean that an answer to one of the appropriate questions is also the answer to the other one. Again it has to be stated: the tables B and C have nothing to do with each other, except the fact that they both are "fired" by table A. They are separate units with their own attribute names, values and questions.

IIb) What is the size of the creature? oft.

| 8 | cetacea | 8 | ft. | near coast | porpoise | 1.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | cetacar | 6 | 令t. | at sea | dolphin | 1.0 |
|  | fish | 6 | 需, | at seat | shark | 1.0 |

Where does the creature live? st sea


Now, the result is not unique anymore. Both possible results are valid and can be given to the user. No further activity is possible.

### 3.10. Dealing with uncertainty

Given multiple results so far, we only had to deal with one instance per class and with an equal likelihood of the different results. This will change if there are different weights for class descriptions. The subject of uncertainty is not trivial, a lot of controversy is going on in this area of research. The attempt will be to find a reasonable, consistent approach for the task on hand while providing a practical scheme to work with. Despite the theoretical problems with a certainty theory applied in the MYCIN system, we will use basic ideas of this approach.

As described in [9, p.403], a "certainty measure $C(S)$ is associated with every 'factual' statement $S$ such that:
a) $C(S)=1.0$ if $S$ is known to be true
b) $C(S)=-1.0$ if $S$ is known to be false
c) $C(S)=0.0$ if nothing is known about $S$
d) intermediate values indicate a measure of certainty or uncertainty in $S$ ".

For our problem, we limit the range of measures to the certainty, which means to a range from 0.1 to 1.
a) $C(s)=0.1$ if very little is known about $s$
b) $C(S)=1.0$ if $S$ is known to be true
c) intermediate values indicate a measure of certainty in $s$

The only predefined certainty measures in the system are welghts attached to descriptions of classes (or in a different view measures of belief for rules) and thresholds for the termination of paths. Only positive class descriptions with a certainty value equal to or bigger than 0.1 are allowed. For purposes of inductive learning though, a weight of 0.0 can be attached to an example to denote a negative example.

Example:

| type | size | Tocation | creature | we ${ }^{\text {ght }}$ |
| :---: | :---: | :---: | :---: | :---: |
| cetacem | 25 ft. | at sea | whate | 1.0 |
| cetaces | 6 ft. | near comst | porpolse | 1.0 |
| cetacem | 6 学t. | at sea | dolphin | 1.0 |
| fish | 1 ft. | n.pacipic | samon | 1.0 |
| fish | 6 ft. | at sea | sherk | 1.0 |

The input vector \{ cetacea, UnWNown, at sea 7 leads to:

| cetacea | 25 ft. | st sea | whele | 1.0 |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 6 ft. | at sea | dolphin | 1.0 |

Both results have the same likelthood of being true. The two remaining class descriptions are independent from each other, each vector can also be seen as one rule leading to a particular result. Therefore we can work
with them separately. One result cannot be favored over the other according to the (incomplete) Information given to the system. Both results are possible.

Within one vector (or rule) we have to deal with complex conditions, the overall certainty value of these conditions can be computed using results from the theory of fuzzy sets:

```
certainty of [A AND B] = minimum of {C(A); C(B)}
```

If there is missing information (expressed by an answer UNKNOWN), we simply ignore this condition in the process of computing a certainty measure as also shown in MYCIN $[3, p .254]$ :

$$
\text { CF[h,st \& s? }]=C F[h, s 1]
$$

For our example this means:

```
min (c(cetacea), c(25 ft), c(at sea))
=min ( 1.0 , 1.0)
=1.0
min (c(cetacea), c(6 ft), C(at sea))
min (1.0); 1.0)
=1.0
```

There can be weights different than <1.0 associated with class descriptions, that are measures of the reliability of those descriptions.

## Example:

```
cetacea 25 ft. at sea whale (0.9)
to be read as:
If it is a cetacea and 25 ft. Iong and is living at sea, then
there is strong evidence (0.3) that the creature is a whale.
```

Assuming that all values of the example can be determined with a certainty of 1.0 , we w 111 calculate the resulting certainty value of the class description by multiplying the predefined weight of the description ( 0.9 ) with the combined certainty of the condition part (1.0).

```
C(whene) = 1.0*0.9=0.9
```

Let us now assume a class description, in which whale is described with two different vectors (to be read as: "a Whale is a cetacea, is 20 or 25 ft. long and lives at sea').

## Example:

| type | size | Tocation | creature | weipht |
| :--- | :--- | :--- | :--- | :--- | :--- |
| cetacea | 20 ft. | at sea | whale | 0.9 |
| cetacea | 26 ft. | at sea | whale | 1.0 |
| cetacea | 6 ft. | near coast | porpoise | 1.0 |
| cetacea | 6 ft. | at sea | colphin | 1.0 |
| fish | 1 ft. | n.pacific | salmon | 1.0 |
| fish | 6 ft. | et sea | shark | 1.0 |

Now, the imput vector ( cetacea, unknown, at sea ) leade to:

| cetacea | 20 ft. at sea | whale | 0.9 |  |
| :--- | :--- | :--- | :--- | :--- |
| cetacea | 25 ft. at sea | whale | 1.0 |  |
| cetacea | 6 ft. | at sea | colphin | 1.0 |

We have two vectors left for whale. Since we are interested in the certainty of the whole class, we have to combine the certainties of both occurrences. Again it is not possible to state that «whale》 is more certain than dolphin>, even if the first one is expressed with two vectors. The two classes are independent of each other. According to the information, both are well defined. The fact THAT there are multiple solutions though points out that there is a problem, that the solution is not unique. To combine two occurrences (or two rules) of the same class, we will use the formula given in [9, p,403]:

$$
C(X / A)=C(X)+[C F *[1.0-C(X)]]
$$

This formula is explained in the following way: "If the certainty value $C(X)$ of a statement is positive, then the most that a rule with positive $C F$ can increase the certainty of $X$ is $1.0-C(X)$. This amount is multiplied by CF and added to $C(X)$."

```
C(whate) =0.0 finttiat setting)
```



```
C(whare/2)=0.9+[1.0* [1.0 - 0.9]=1.0
```

So far we assumed, that the condition part has a certainty value of 1.0 , in other words, all conditions are certainly true or unknown, and that the whole table is "fired" for certain. In a hierarchy with numerous interactions between tables this is not true anymore. Tables can be invoked with a certainty less 1.0 and values of conditions determined by other tables can also hold a certainty less than 1.0. It is obvious that these certainties have to be propagated to the table under consideration. Hence, we also have a chance to distinguish between different possible solutions, which we got following different paths of the decision tree. We need to know the cotal certainty of such a path, such that it expresses the quality of a specific solution.

Given a situation, in which one table calls another to determine the value of one of its attributes and the result of this table is not unique, whereas other values of the first table can be determined with certainty or are unknown, we can get the following:

| 1 | 22 | a3 | Result |
| :---: | :---: | :---: | :---: |
| 0.9 |  | 1.00 | 0.9 |
| 0.6 |  | 1.00 | 1.0 |

```
ai: value = result of another mable
22: va|ue = UNKNOH\
23: पatue = certemuty bme
Resutt: certatinty facton
```

First, we have to find the minimum of the certainties of the conditions, ignoring the unknown value. Since the condition part holds a certainty less than 1.0 now, the certainty factor of the conclusion must be modified accordingly.

| a1 | a2 | a3 | Result |
| :---: | :---: | :---: | :---: |
| 0.9 |  | 1.0 | 0.9 |
| 0.6 |  | 1.0 | 1.0 |

And again, it can happen that a particular class is described by several vectors.


$$
\begin{aligned}
& C(R 1)=0.0 \\
& C(R 1 / 1)=0.0+[0.8 *[1.0-0.0]=0.8 \\
& C(R 1 / 2)=0.8+[0.9 *[1.0-0.8]=0.98=0.3
\end{aligned}
$$

NOTE: A I-digit arithmetio with chopping is used.

We can derive the certainties within one table now. But we also have to consider the certainty with which this table had been invoked, a prior certainty for the particular table.


Again, we multiply the appropriate certainties, resulting in

$$
\begin{aligned}
& C(R 1)=0.9 * 0.5=0.45=0.4 \\
& C(R 2)=0.6 * 0.5=0.3
\end{aligned}
$$

We have to consider all certainties in the path for a particular result to measure its overall quality in comparison to other results.


For the example, result R 3 would be more likely the solution than the results R1 or R2.

It was assumed that several descriptions for one class are independent of each other. This is of importance, since "the rules of certainty theory ... are strictly only applicable if the pleces of evidence are statistically independent." [9, p.405] Is this really true here? To answer this question we can again compare the description of a class with a rule consisting of several conditions and a conclusion. There might be several descriptions for the same class, or several rules with the same conclusion. Class descriptions are combined in sets here, which can be seen as a context. Several attributes with a number of values are defined within the table. The class descriptions depend on the same attributes, but not on each other, even if it might happen that a number of equal values are found in the conditional part of two vectors. The "rules" are all diagnosed at the same time, thereby reducing the set of applicable ones by rules with not fulfilled conditions.

So far, an answer UNKNOWN had no impact on the certainty of a particular conclusion. We only examined conditions with a certainty greater than zero, combined with predefined weights for the conclusions and simply lgnored unknown parts of the conditions. Having a situation with all certainty factors equal 1.0 , we will never have certainties different than zero (no information at all for a particular table) or 1.0 (at least one answer for every table along the path).

Example:


That all the certainty values happen to be 1.0 is totally correct; given the amount of information they are all possible. But it also seems to be appropriate to say that Result R4 is more likely to be the final result, since it includes more positive evidence than the other results, looking at the number of questions answered with UNKNOWN along the path. One way to incorporate this knowledge is to count the number of questions answered with UNKNOWN in a table, subtract this number from the total number of questions asked and compute a ratio, resulting in the percentage of questions NOT answered with UNKNOWN.


This ratio is then multiplied by the certainty factor of the results. The information about the amount of unanswered questions has also to be incorporated, if there are certainty values different than 1.0.

## Example:



A path will be terminated if tts combined certainty value drops under a predefined threshold. These thresholds are predefined for each table. Assuming that table A has a threshold of $\langle 0.4\rangle$, then table C will never be invoked, since the certainty value for the result "firing" the table is smaller than the threshold. Assuming that table A has a threshold of <0. 3> and tables $B$ and $C$ both have a threshold of $\langle 0.2\rangle$, the only valid result will be R3.
3.11. Concluding other values

Depending on the amount of reduction of the number of questions asked, there will be additional knowledge in our knowledgebase that is bound to the particular result(s), and that can be given to the user if requested. The attempt is to exhaust all the information available. Values for attributes not covered by any question generated and/or values for attributes the user has no knowledge about (answer UNKNOWN) can be derived from the descriptions stored in the knowledgebase.

Except working with a MATCH control strategy the goal is to reduce the number of questions necessary to classify a particular instance. In the best case we only have to ask one question, which could for example result in the following:

Example:

| type | size | location | cracture | weight |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 \%t. | at sea | whate | 1.0 |
| cetroea | 6 tte | near coast | porpolse | 1.0 |
| cetacea |  | at sea | dolphin | 1.0 |
| fish | 1 今t. | ก.pactitic | salmon | 1.0 |
| Fich | \% ft. | at see | shark | 1.0 |

What is the length of the creature? 25 ft.
cetacea 25 ft. at sea 1.0
The creature ts a whate for sure,

Is there a way to conclude the information about other attributes of the class and give this data to the user if requested? Of course: <type> is <cetacea> and <location> is <at sea>. In case that there are <Don't care> values embedded in the description, all of the possible values for the appropriate attribute are valid and have to be given to the user.

Example:

| type | size | location | creature | welght |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 ft. | * | whan le | 1.0 |
| cetacea | 6 ft. | near coast | porpoise | 1.0 |
| cetacea | 6 Ft. | et sea | dolphin | 1.0 |
| Frich | Ift. | n.pacipic | saimon | \%.0 |
| Fish | 6 ft. | at sea | sherk | 1.0 |

What is the length of the creature? 25 th.
cetacea 25 ft. Whate 1.0
The craature is a whate and has the following characteristics:
type = cetsces
stye $=25 \mathrm{ft}$.
location $=$ at sea on near coast op northern pacific

Given a situation，in which several instances of the same class are left， we have to exhaust all information left．

Example：

| type | size | 1scation | creature | yeight |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 ft． | at sea | Whate | 1.0 |
| cetacea | 20 个t． | at sea | Whale | 0.9 |
| cetacea | 6 \％t． | near coast | porpoise | 1.0 |
| cetacea | 3 Pt． | at sea | dolphin | 1.0 |
| fish | 1 Pt． | n．pacific | salmon | \％．0 |
| 官别 | 6 需。 | at sea | shark | 1.0 |

What is the length of the creature？unkwown
Where toes the creature live？at sea
What ts the type of the creature？cetacea

| cetacer | 25 ft. | at sea | whele | 1.0 |
| :--- | :--- | :--- | :--- | :--- |
| cetacer | 20 ft. | at sea | whele | 0.9 |
| cetacea | 6 ft. | at sea | dolphin | 1.0 |

c（whele）$=0.5$
$\mathrm{C}(\mathrm{domphin})=0.6$

The treature can be a dolphin（60\％sure）．

A dolphin has the following cheracteristics

> yoe $=$ cetacea
> size $\times$ pt.
> iocation $=$ at sea

AND

The creature can be a wha ？e（ $50 \%$ sure）．

A whale has the following characteristics：
a）$(1,0)$
type $=$ cetacea
size $=25$ ft．
location $=$ at sea
b）（0．9）type＝cetacea
5ize $=20$ ft．
location $=\mathrm{at}$ sea

To conclude values of attributes belonging to parent tables in the hierarchy，the same steps have to be performed．We must keep track of the path we went down to a solution，for instance wth a pointer back to（a） calling table（s）．

### 3.12. Explaining the reasoning process

The ability to explain the reasoning used to ask a particular question is an important feature of an expert system. As can be seen easily this option is less powerful with control strategies like MATCH and Left-toRight. Since the selection of questions asked is not very sophisticated in these cases the only explanation could be given regarding to the overall goal within the context of the particular table, eventually complemented by some already concluded results on higher hierarchy levels.

## Examples:

a)

| type | size | Bocation | creature | Welght |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 Ft. | at sect | Whale | 1.0 |
| cetacea | 6 \% ${ }^{\text {Pr }}$ | near coset | porpoise | 1.0 |
| cetacea | 6 \%t. | at sea | dolphin | 1.0 |
| fish | 1 ¢ F , | n.pactitc | salmon | 1.0 |
| fish | 6 Tt . | at sed | shark | 1.0 |

Question: What ik the type of the creature?
Expianation: This question serves to conclude the creature.
b)

| A | backbone | breathing | type | weight |
| :---: | :---: | :---: | :---: | :---: |
|  | yes | blow hole | cetacea | 1.0 |
|  | yes | gitls | fish | 8.0 |
| E: | size | location | creature | weight |
|  | 25 ft . | at sea | whele | 1.0 |
|  | 6 ft. | near coast | porpoise | 1.0 |
|  | 6 \%t. | at eca | dolphin | 1.0 |

C: $\begin{array}{llll}\text { Tocation } & \text { creature } & \text { weight } \\ & \text { n.pactic } & \text { samon } & 1.0 \\ \text { at sea } & \text { shark } & 1.0\end{array}$


Question How does the creature breath?
Explanation: This question is asked in order to define the type of the creature. This is necessary to conclude the creature.

Question: What fos the Tength of the fish?
Explanation: Tt was concluded that the creature is a fish. This question serves to conchude the ereature.

Using a heuristic driven forward chaining, some more detailed explanations are possible, based on the philosophy of the heuristic itself.

Example: using Example a)

> Mustion that ts the length of the creatyre?
> Explanktion: Thrs question serves to conclude the creature.
> The Tangth pithe creature serves best to cocomplish this gok , sthce the creatumes affer very much in their length.

Given a more complex hierarchy and additional features like answers UNKNOWN, several tables with the same parent etc., the explanations will be more sophisticated.
3.13. Incorporating metaknowledge

As described before there are different ways of controlling the reasoning process, depending on the contents of the knowledge description and on the task at hand. The deciston which one to use can only be made according to this information, thus it is not possible to "hardcode" them.

One particular table in the system can have an order dependency, whereas others don't have this constraint. Hence, for the first one we have to use efther MATCH or Left-to-right, the other ones can more efficiently be explored using heuristic methods.
"Consequently, there are good reasons for making control knowledge explicit. .. metarules, which are invoked as part of the conflict resolution strategy, can capture and implement strategic knowledge about a domain." [9, p.435]. "Meta-rules are distinguished from ordinary rules in that their role is to direct the reasoning required to solve a problem, rather than to actually perform that reasoning." $[10, p .147]$.

In our case, the following meta-rules could for example be stated:

```
If there is a favored strategy bound to the cable THEN use this
                                    ELsE use Heumistie
If there ig an order whthin the table THEN use Left-tomight or Match
                                    Else use Meuristic
If the user answers with unwowm very often
Then ignore the mskrinet flags and branch to other tabies whthout asking.
If there aro multiple instances of one class wfth dipferent weights
THEN frrst try to reduce the set to get one result class and
THEN try to reduce the set to get one result clase with a unique weight.
If there are cther classes with the same parant left
THEN USE MaTCH
```

The following example flustrates how metarules are used within HICLASS to decide which control strategy has to be applied for a particular table:

```
strat;=Favored_strategy; Iuse user'* Favored strategy 
if gtrat=0 then strat:=3; {if no strategy is favored uea heuristic}
i/ (predefined)and(stratm3) then strat: 22; (canmot use neurtetic if predefined ordgr?
|% sib then strat:=1; {there are active siblings in the hterarchy}
case strat of
    #; metch(table,qb);
    2: left_might(table,cb):
    3: heuristic(table,qb);
and;
```


### 3.14. Learning

In our classification system it might happen that the incorporated knowledge is incomplete, that there are special cases which have not been considered before. For example, the user could "see" a value for an attribute that is not incorporated in the multiple choice presented by the system. Rather than simply stating that the system cannot classify this instance, new knowledge could be acquired from the user and the system could try to proceed with this new information, at the same time memorizing the specific constellation for maintenance purposes.

Example:


If the user confirms the new knowledge, it will be stored and can be checked in a maintenance run performed by a human expert. If he/she can confirm this new instance as belonging to the class detected by the system, the description for this class has to be updated. Otherwise, if the new information is inconsistent with the class, there might be a complete new class to add.

### 3.15. Global attributes

If there are attributes in different tables that are literally the same and have the same domain of possible answer values, which will most likely be the case if there are multiple tables with the same parent in parallel (as described in 3.8.), then it should not be necessary for the user to answer the same question several times. Attributes like this will be marked "global" and a question will only be generated for the first time the attribute is encountered. The attribute name together with the user's answer will be stored. Then, given an attribute marked as global is invoked again, the answer will be taken from this internal list rather than asking the user. Of course, the value should be included in the set of possible answer values of the current attribute, the common domain condition as mentioned above has to hold, this is one of the consistency constraints of the system (the topic will further be discussed in the next section).

### 3.16. Checking the consistency of the system

There are two major consistency problems within the hierarchy of tables. First, all values of a global attribute have to be defined within the same domain for all occurrences of this global attribute. Second, the domain of result values of a table that is invoked from another table to provide a value for an attribute of the calling table has to be the same as the domain for the attribute of the calling table. If this constraint does not hold, contradictions would be introduced. In order to check the whole system, a consistency test routine could be introduced, checking all global attributes and the interfaces of chained tables.

### 3.17. HICLASS and the rest of the world

So far, HICLASS has been thought of as an independent program solving the task of hierarchical classification. It might be possible though to embed the program in a bigger system to solve one part of a task. We're talking the use of HICLASS as a bullding block for more complex problem-solvers or architectures. In chapter 5 it will be shown that HICLASS indeed fulfills conditions to implement a generic task. Hence, extended by appropriate interfaces to other bullding blocks, HICLASS could serve as part of a more complex system.

Additionally, the interaction with the world could be performed in different ways than described so far (questions are generated and a user answers while choosing a multiple cholce answer or typing a value). The "questions" could be calls to other programs or real world processes to determine values which are sent back to HICLASS to proceed in the classification. Thus, no human user has to be involved anymore; HICLASS would serve as the control unit of an automated process.
3.18. Several paths - which one to follow?

It can happen that the system has to maintain several proper paths at the same time, each of them carrying a certainty value with it. The question is in which order we proceed in the reasoning process. There are basically two ways of dealing with this the problem.

We could apply a depth-first search, which means that we would follow the leftmost path until a leaf table is solved, or until the path terminates because the certainty of a table becomes smaller than the threshold bound to it. If there are other paths left, then again the leftmost of those w111 be followed first.

Or, we could apply a best-first search. If there are several paths, we would further explore the path with the highest certainty value until a leaf table is solved or the certainty value of the path becomes smaller than the maximum certainty value of the other paths under consideration. If a leaf table is solved, a solution can be given to the user and a question can be generated to inquire if the user likes the reasoning process to continue (and to try to come up with another result, which will have a smaller certainty than the first result). If the user agrees, the same process starts over again with the remaining paths. In the case that the certainty value of a path becomes smaller than the value of another path currently defined, paths will be switched. In other words, the current path will be disabled and we continue with the most promising path as before. This algorithm assures that we are not wasting time while exploring paths with a very itttle certainty of leading to the result. of course, we cannot predict future events, and the least promising path might succeed in the end, a problem that is common to most of the search techntques developed for AI applications and that is tackled in one way or another by the more sophisticated ones.

### 3.19. Additional features

### 3.19.1. Entering initial data

It was stated before that in general there will be no initial data given. But one also might think of an aplication in which some data can be provided by the user before the system starts its reasoning process. MYCIN uses a "tabular representation", that can initially be filled with some values from a patient's record. This concept seems useless for a classification system. As described in [3, p. 62 ] there is "the attendant risk of asking for information that would not actually be used in some cases." For our special application, "some cases" would be "almost all". Since we are moving within a hierarchy, only the questions in the first table invoked are relevant for sure. On the next level in the hierarchy, only a subset of all possible questions is valid anymore, since we "close" whole branches of the decision tree.
3.19.2. Saving the system state in case of an interruption

A useful option to add would be that in case of an interruption of the session due to a number of reasons, one is the need of the user to get more information before being able to proceed, it should not be necessary to enter the already given information again. This could be achieved by storing the state of the system in a way that information about all questions and answers so far are saved and then used as an automatic input when running the system again, such that the state of the system can easily be restored.

### 3.19.3. Using information from terminated paths

As stated above, a path will be terminated if its combined certainty value drops under a predefined threshold. If all paths terminate and none of the paths reached a tip level, thus a final result, the logical answer of the system would be to state "Due to insufficient information I have no advice", period. But maybe at least some confidence about subgoals along the paths was accumulated. It could for instance be sure that the creature is a <fish>. The system should be able to at least give this information to the user.

3．19．4．Numerical input
So far，only symbols in the shape of strings are allowed as an input to a specific question，given in a multiple choice to the user．It might also be useful to have a numerical input option．For the examples above，size could be inquired as a number rather than to give a predefined choice．The problem is how to interpret a numerical input．Is it useful to work with intervals？How can this be incorporated in a rule？

Example：

```
The followntm thstances are u{go to set up the kable:
2% ft. whate
    % %a⿱⿱十冖⿴⿱丶㇀⿱㇒丶幺十
    2 娄妾. salmon
```

Up to now，only the three predefined sizes were allowed to be chosen by the user．A＜whale＞was＜26 ft．＞long，a＜dolphim＞had to be＜6 ft．＞and a＜salmon＞＜2 ft．＞in order to be recognized by the system．Working with the table（that is embedded in a hierarchy），we should be able to use the dimensions given to derive intervals in order to allow a more flexible input．In order to calculate the left border of an interval，we subtract the next smaller value from the value under consideration，then multiply the difference by 0.5 ，and subtract the result from the current value．To calculate a right border，we take the next higher value，subtract the current value，multiply the result by 0.5 ，and add the result to the current value．If a value is the smallest in the set，no left border needs to be calculated；the same is true with the highest value and the right border．

```
<whale>: 20-6 = 20
    20*:5=10
    20-10= 16
\dolphin): }6-2=
        4*.5=2
        6-2=4
        26-6=20
        20*.5=10
        6+10=16
<salmon: 8-2 = 4
    ** 5 = 2
```

Resulting in:
th shze $\geq 16$ then whale
1 it $4 \leq 5 i z e<16$ then dolphin
if size < 4 then selmon

If the user is prompted to identify the size of the creature to be classified, the following classification is possible now:

What is the length of the creature? 23 pt.
Result: The creature is a whale.

The idea described is of course very general and might not serve all situations. But, values could be marked as unique, therefore not extendable to an interval, or the interval size could be limited. So far, a full half range between values was used ( $50 \%$ ). In HICLASS, an interval size has to be defined for each table, ranging from

```
0% = unique values to
50% = full half range
```

The left border of an interval is now calculated by subtracting the next smaller value from the value under consideration. Then, the result is weakened by the predefined interval size (a value of 25 defines that the left interval border w 111 only be $25 \%$ of the full distance between the two values away from the current value). Again, the result is subtracted from the current value to get the left border of the interval. Right borders are calculated accordingly.

```
interval stze =25名
<wale>: 26-6 =20
    20*.25=5
    20-2=21
(colphtn): 6-2 = 4
    4%.25=1
    20-6=20
    20*.25=5
    6+5=11
{salmon>: 6-2=4
    4*25=1
```

```
f% size \geq21 then whale
i* 5}\leq{\mp@code{ye}<11\mathrm{ then dolphin
if size < 3 then salmon
```

If there are several descriptions for one class including numerical values and carrying the same weight, the system so far is not able to combine those descriptions.

## Example:

| 26 ft. | whale | 1.0 |
| :---: | :--- | :---: |
| 24 ft. Whale | 1.0 |  |
| 6 ft. | dolphim | 1.0 |
| 2 ft. salmon | 1.0 |  |

The algorithm does not care about relationships between values found in descriptions for the same class. Given a full half range, it would come up with:

```
ff size \geq2% then whale
if 16 \leq size< < 25 then whale
i"& \leqsize < to then dolphin
if size< & then salmon
```

This result is logically completely correct and the system would have no problem classifying a <whale>, that is <20 ft.> long. For compactness and explanation reasons though it would be better to combine the two descriptions for <whale> to

```
ff size \geq16 then whale
```


### 3.20. HICLASS - an expert system shell

The term "user" so far was referring to a person using a ready made expert system to solve a problem. But who is actually creating the system? One could refer to this person as a "knowledge engineer". His/her task is to acquire the knowledge, organize it and encode it together with all the necessary control structures. As already mentioned, HICLASS is a tool for hierarchical classification. It provides a knowledge representation and control structures suited for this purpose. The wheel does not have to be reinvented every time a knowledge engineer attempts to build a new expert system. HICLASS has to be thought of as an "empty" system, capable of solving the task of hierarchical classification if fed with tables containing all the necessary information. Therefore, it is an expert system shell.
"Shells are intended to allow non-programmers to take advantage of the efforts of programmers who have solved a problem similar to their own." [10, p.339].

Thus, the knowledge engineer does not even have to know a programming language in order to build an expert system. The only thing needed is a tool for creating and maintaining tables, together with other control parameters. This tool is the editor HIEDIT, which will be described in chapter 4.1.

Every attempt to provide a lot of flexibility goes hand in hand with a problem to provide special features which might be needed for a particular application. Hence, for a very special classification task, HICLASS might be useless, since the knowledge engineer's chances to change the behavior of the system are somewhat 1 limited. One example is the handling of uncertainty. "...most if not all of these shells are either inconsistent with probability theory or have properties that are simply hard to analyze. Although a pragmatic justification can often be given for a particular treatment of uncertainty in the context of a particular application (for example, Shortliffe's rationale for using certainty factors in MYCIN), it is a much more dangerous enterprise to adopt such a treatment simply because it comes with the shell one is using." [10, p.342].

Jackson [10, p. 342] also mentioned some advantages of expert system shells like the fact that they are widely avallable for smaller machines, that because they are mostly written in "non-AI" languages they can aid portability and interfacing to other software and finally, that they are inexpensive compared to especially designed systems. It really depends on the application if the use of an expert system shell can be recommended or not.

## 4. The implementation of the HICLASS system

The HICLASS system is divided into two major parts: HIEDIT, the table editor program, and HICLASS, the application program performing hierarchical classification based on tables chained together in a hierarchy. Approximately 16.000 lines of TURBO PASCAL 6.0 code were written. A description of the software engineering techniques used can be found in Appendix $B$, section 7 . Appendix $C$ includes a description of almost all modules destgned for the project.

### 4.1. HIEDIT

As discussed in 3.20., a tool is needed to create and maintain the tables used in HICLASS as well as in HIHYPO. This tool is HIEDIT, a special table edttor program. HIEDIT supports the whole process from defining attributes for a table, defining a domain of values for each attribute, stating examples for descriptions of classes and adding a number of control parameters attached to each table. Additionally, an inductive learning feature to create a distinction-oriented set of descriptions for HIHYPO is embedded. The program is completely pull down menu driven, values and examples can easily be entered and changed in a spreadsheet. There are four screens defined, the user can move between the screens with Fg/Fio.

$$
\begin{aligned}
& \text { FILES - DEFINITIONS - EXAMPLES - SPEOTAL } \\
& \langle- \text { F }->\text { FTO - }
\end{aligned}
$$

A context-sensitive help is provided to explain features of the program. Additionally, error and other messages help to guide the process of defining a table.
4.1.1. FILES screen


Figure 4.1.1.1. FILes screen in HIEDTT

## Explanation of features:

Load $=$ Load a table from disk. only directories and table files (*,HIT) can be selected from a pull down menu.
chdir $=$ Change the current directory. Can be used to store tables in a different directory.

New = Start a new table.
Print $=$ Print the content of a table (not implemented yet)
Export $=$ Export the content of a table as a text file or a file with a format compatible with programs like Lotus $1-2-3$. (not implemented yet)

Save $=$ Save a table to disk.
$0 S=$ Access to DOS without qutting HIEDIT.
Quit $=$ Quit HIEDIT.

### 4.1.2. DEFTNTTIONS screen



Ftgure 4. F $_{2}$ 2. DEFTMTTTONS screen in HIEDIT

## Explanation of features:

(depending on the position in the spreadsheet)
Add = Add up to 12 attributes.
If the new attribute name starts with a "A", then the system will inquire if the introduced call to another table should have an ASKFIRST option or not. If the name starts with "!", then a global attribute wll be defined. The attribute RESULT is predefined.

Add up to 26 values per attribute in a spreadsheet. "部" denotes that the value is numeric (default is numeric).

Change $=$ Change the name of an attribute. Change the name of a value.

Move = Move an attribute to another location. Move a value to another location.

```
Text \(=\) Invoke a full screen editor for editing up to 20 lines of text to be attached to an attribute or to values of RESULT.
```

Edt one line of text for a value.

```
Delete = Delete an attribute.
    Delete a value.
```

Some of the operations will have an effect on possibly already defined examples. The effects will be propagated to all example definitions.


Frgure 4.1.2.2. Edtco whthin ATTRTBUTES screen

The full screen editor has a lot of features common to ASCII editors. It supports a word-wrap function, includes an easy editing of graphic elements and is able to display color.


Figure 4.1.2.3. Context-sensitive heip within the editor

### 4.1.3. EXAMPLES Screen




## Explanation of features:

Add
= Add up to 255 examples in a spreadsheet. The values for attributes can either be chosen from a pull down menu or a numeric value can be defined.
"*" denotes <Don't care>.
Each example has a weight attached to it:
$[0.1 ., 1.0]=$ degree of contidence $[0.0]=$ negative example

Change $=$ Change a value for an example.
Replicate $=$ Create a new example identical to the current one.
Delete $=$ Delete an example.
4.1.4. SPECIAL screen


Figure 4.1.4.1. spECTML screen im HIEDTT

## Explanation of features:

Distinction oriented learning provided:
-YES/NO (default=NO)
Show examples resulting from distinction oriented learning create and show distinction oriented set of examples

Non-distinction oriented learning provided: - YES/NO (default=NO)

Show examples resulting from non-distinction oriented learning - create and show non-redundant set of examples
(not implemented yet)
Answer <Not applicable> allowed

- YES/NO (default=NO)

Answer UUnknown allowed - YES/NO (default=NO)

Predefined order within table enforced - YES/NO (default=NO)

Pavored local strategy:
NONE / MATCH / LEFT TO RIGHT / HEURISTIC
(default=NONE - no favored strategy)

Threshold for uncertainty handing:

$$
[0.1 . .1 .0](\text { default=1.0) }
$$

Interval for numeric values:

$$
\text { [0. } 50] \text { (default=0 }=\text { unique values) }
$$

Termination condition:

```
<unique class> OR
<unique class AND unique weight>
(default=<unique class AND unique weight>)
```



Figure 3. ${ }^{3} .2$. Set of distinction-oriented examples

### 4.2. HICLASS

The program HICLASS is based on the theoretic discussion made earlier. Due to the high implementational effort, not all of the features described have already been implemented yet. Nevertheless, the program is solving the task of hierarchical classification using tables created with HIEDTT successfully, providing all of the major features covered.

The features not implemented yet are:

> - using information from terminated paths - explaining the reasoning process - cealing wth new information checking the consistency of the system - interface to other programs

Even if these features are not implemented yet, they were thought of; and the data structures as well as the program structure are designed to allow addttions.

The global control strategy implemented uses a depth-first search. Every time a table is called elther from a result or from an attribute of another table, the file containing this table is loaded and some inttialization steps are performed (e.g. applying the metarules to decide upon the control strategy to be used). Then, the local control strategy starts working. If values for an attribute have to be provided by another table, then this table is called using a nested call to the same procedure used for the original table (the main procedure meta is called recurstvely every time a new table is invoked). Depending on the control strategy chosen, the table content is reduced during the question/answer dialogue or (in the case of MATCH) at the end of the dialogue. Checks for unique results (or unique results ANO unique weights) are performed to check the temination condition. If a table is solved successfully, certainties for the results are calculated and these results are given to the user if necessary. In the case of multiple table calls as the result of a table. these calls are placed in a control list and the resulting paths are invoked from left to right as siblings. If a table is called to provide values for an attribute, then the particular subtree is solved first, following the same steps as in the "main" tree. So far, it is only possible, that one table provides values for an attribute of a calling table; it doesn't matter if this is the table invoked first or another table of the subtree. After a table is solved completely, it is disposed. This and the fact that tables are only invoked if necessary allows to build very large systems without running out of memory. Tables can be disposed since all values for global attributes are stored in a separate list, and the whole dialogue inoluding questions, answers, results and certainties is documented in a history list. of course, values as well as results of a table can be numeric; numeric values are processed within the boundaries of the predefined interval range.

The basic description given above roughly outlines "the way it works" It Wlll be supplemented by additional information given in the next sections.

### 4.2.1. The example

In order to $117 u s t r a t e$ the performance of HICLASS, a special example was created showing as many of the features as possible. The zoological content of the example is mainly based on [4].

### 4.2.1.1. Hierarchy structure of the example

The following figure shows the hierarchy structure of the example. Connections marked with ' $\langle$ ' and " $\rangle$ " denote that values for an attribute are provided by another table. The table NOTCETAC is a dummy table and is inserted in order to call several tables from just one result (there is only one attribute defined in this table, the result; the table acts as a routing device). Tables can be used several times in the hierarchy (an example is table SIZE). Another special feature is shown with table ANIMAL. This table either provides values for ANIMAL or calls NOFISH to provide these values (the decision is made according to the certainty of the results of ANIMAL1; if the minimal certainty of the "real" results providing values is smaller than the minimal certainty of all results which are calls, then the calls are made; otherwise the results are given back to the calling table).


Figure 4.2 .1 .1 .1 . Herarchy sthucture of the example

### 4.2.1.2. Content of the tables

Calls to other tables are made using their filename. A ${ }^{\text {an }}$, denotes that ASKFIRST=false, whereas a "* stands for ASKFIRST=true, and the user has to be asked before a table is invoked. An '!" at the beginning of an attribute name means that this attribute is defined globally.

There are control parameters bound to each table, among others:

U=UNKMOWh a Towed
H=NOT ABPLICABLE B lowed
T=Threshold
F=Favored strategy
Imumerto Intervel
The table EXAMPLEI provides some introductory comments for the example.






NOFISH (U=yes, Nwn, T=0., F=left-tomight, $I=0$ )

| bodytemp reproduct gEsult | WETGHT |  |  |
| :--- | :--- | :--- | :--- |
| 107 | eggs | bird | $[1.0]$ |
| 2.98 | uterue | mantme | $[1.01$ |

MAMMAL (U-yes, H=yes, $T=0.5, F=n o n e, ~ T=0)$

| skin | RESULT | WETCIT |
| :--- | :--- | :--- |
| naked | cetacea 11.0$]$ |  |
| andr hotcetac $[0.8]$ |  |  |



| 1size | pesum | WETCHT |
| :---: | :---: | :---: |
| T smatl | \% | [1.0] |
| 2 medium | 6 | $[1.0]$ |
| 3 big | 21 | [1.0] |
| 4 very big | 26 | [1.0] |

NOTCETAC (Utho, N=no, T=0.t, F=none, I=0)
NOTCETAC (Utho, N=no, T=0.t, F=none, I=0)
RESULT WETGHT
RESULT WETGHT

* "ommyvor [1.0]
* "ommyvor [1.0]
2 Mugulate [1.0]
2 Mugulate [1.0]

UNGULATE (Unyes, N=yes, T=0. 1, Fmone, T=0)

| lhoots | longneck | l $10 n \mathrm{glag}$ | darkspot | 1blstrip | RESULT | WETCHT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 yes | yes | yes | yes | no | girato | [1.0] |
| 2 yes | ne | no | no | yes | zebre | [1.01 |

BTRD (U-yes, H=yes, $T=0,1$, Fwone, $5=0$ )

|  | cantly | llongneck | Ilonglege | lcolor | canswith | RESULT | WEICHT |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | no | yes | yes | betm | no | ostrich | [1.0] |
| 2 | no | no | no | bsw | yes | penguin | [1.0] |
| 3 | yes | no | no | white | no | albatrose | [1.0] |

FISH (Uwyes, Nmes, T=0.1, F=none, $2=50$ )

| stze | RESUL | WETGHT |
| :--- | :--- | :--- |
| 10 | samon | $[1.0]$ |
| 210 | shark | $[1.0]$ |

### 4.2.1.3. The FILES screen

The first screen of HICLASS is concerned about directories and files. A table can be chosen with LOAD, this table represents the root table of the hierarchy. The current directory can be changed with CHDIR. SAVE saves a session report, and RESTORE loads a session report file. After RESTORE, the system takes the information in the file as a "background" input and proceeds as if the user would have been questioned, taking all the former answers stored in the session report as answers for the current session. This option can be used after a session was interrupted to restore the former system state. QUIT terminates HICLASS.

| Load | Chotr | Restore | Save |  |
| :---: | :---: | :---: | :---: | :---: |

Mein table:

| :TTPGTPUTHESISEXV*.HTT |  |  |
| :---: | :---: | :---: |
|  | CDIR. | 10-23-92 |
| ANTMAL | 784 | $10-23-92$ |
| AnTMALL | 382 | $10-23-82$ |
| BTRO | 1249 | 10-23-92 |
| CARMIVOR | 733 | 10-23-92 |
| CETACEA | 824 | 10-23-92 |
| EXAMPLEI | 2344 | 10-23-92 |
| FWsh | 384 | 10-23-92 |
| Matumb | 474 | 10-23-92 |
| Nor 184 | 514 | 10-23-92 |
| NOTCETAC | 124 | 10-23-92 |
| SI2E | 278 | 10-23-92 |
| TEMPOH | 253 | 10-23-92 |
| UNOULATE | 991 | 10-23-92 |

Load a main table

Figure 4.2 .1 .3 .1 . The FTLES screen in HLCASS

### 4.2.1.4. Questioning the user

The system generates questions using the text screens and the text for values defined in HIEDIT. The user can browse through the question text (up to 20 lines) and then either choose an answer in a multiple choice fashion, or as shown in figure 4.2.1.4.1. enter a numeric value. F1 provides a context sensitive help, and F3 explains the reasoning process (not implemented yet). Fl allows the user to interrupt the current session and he/she can save the state of the system in the FILES screen. If the answer UNKNOWN is allowed, then F9 provides this answer, the same is true for F10 and NOT APPLICABLE (these choices are only given in appropriate situations).


Main wale: ExAMPLE Current table: notish

What is the body temperature of the animal (in Fahrenheit)?
Enter velue : 98

F9 = Unknown

Figure 4.2.1.4.t. Questions and answers in HTGLASS

### 4.2.1.5. History

Choosing F4, a list of all questions, answers and results as well as their certainty for the current session is displayed.


Figure 4.2.1.5.1. History in HICLASS

### 4.2.1.6. Results

Each table invoked will have zero, one or more results. The text screens of results are only shown, if the text for the attribute RESULT is not empty, otherwise the system Just moves on in the reasoning process without stating results. This is useful if the user should or should not be informed about subresults along the path. It is also possible to display a result text if the particular result is a call to another table. If it is indicated that a result text should be produced and there is no proper result for the particular table, then the message "Sorry, no advice possible" is generated. If there are several valid results for a table, then all the texts are given, divided by an "OR". In order to incorporate the certainty information for results, two spectal strings can be defined In the HIEDIT editor. These strings will be replaced by the actual certainty value. "需多" will show the certainty on a per cent scale (certainty 0.8 will be displayed as " 80 "), and "\$. ${ }^{\text {s }}$ " produces a notation similar to the internal representation (certainty 0.8 is displayed as "0.8")

With F5, the Concluoe option can be activated. The system shows all values for all attributes for a particular result. If a value is 'w', then the Whole domain of values is provided. Again, ff there are multiple results, values for every single result are provided.



### 4.2.1.7. Example sesstons

In order to illustrate the performance of HICLASS, the protocols of a number of sample runs are provided below. The protocols are coptes of session report files created by HICLASS.

Example 1:
The user "sees" a whale.

| EXAMPLET | goon | goon | 10 |
| :---: | :---: | :---: | :---: |
| EXAMPLEI | more | goon | 10 |
| EXAMPLET | RESLLT | "anymel | 10 |
| animell | *tempen | UNKWOWM |  |
| temph | tempoh | UNKNOW |  |
| tempch | RESUT | Wo PESULT | 0 |
| antmat | breathing | lungs | 10 |
| animall | RESULT | "notish | 5 |
| notish | bodytemp | U1\%NOW |  |
| noty | reproduct | uterue | 10 |
| motish | RESULT | mammal | 2 |
| animat | EESULT | ${ }^{\text {mamme }}$ - | 2 |
| mamma | skin | naked | 10 |
| mamma | RESULT | NO RESLLT | 0 |

NOTES:
The user has no knowledge about the body temperature of the animal. Nevertheless it can be concluded that the animal is a mammal. Since the threshold of table mammal is 0.5 and the certainty of the path is 0.2 by now, no advice can be given.

Example 2:
The user "sees" a zebra.

| EXAMPLEI | goon | goon | T0 |
| :---: | :---: | :---: | :---: |
| EXAMPLE: | more | goon | 10 |
| EXAMPLET | PESULT | "antmal | 10 |
| anmalt | *empon | constant | 10 |
| anmaly | Result | cnorish | 10 |
| notish | bodytemp | 95 | 10 |
| notish | RESULT |  | ¢0 |
| entmal | RESUTT | * mamua | 10 |
| manmal | skin | hatr | 10 |
| mammel | RESULT | Notcetae | 8 |
| notcetac | Result | carmivor | 8 |
| notcetac | pesult | ~ungulate | 8 |
| carnvor | Ihoots | yes | 10 |
| campivor | lammspot | no | 10 |
| camivor | lbletrip | yes | 10 |
| cammor | RESULT | 110 RESULT | 0 |
| ungulate | ! hoots | yes | 10 |
| ungulate | l longneck | no | 10 |
| ungulate | l longlegs | no | 10 |
| ungulate | Idarkspot | no | 10 |
| ungulate | bistrip | yes | 10 |
| ungulate | RESUT | zebra | 8 |

### 4.2.2. Possible improvements

After working on the programs and while reviewing the results it became clear that a number of improvenents could be made in addition to the features not implemented yet at a11. A number of these improvements are mentioned below.

For several reasons, it could be more efficient to implement the global control strategy in a best-first manner. This could for instance be achieved while treating each table as an independent object and maintaining a global control list storing crucial information about the objects currently present in the system. If a table is called, information about this table including its prior certainty, the name of the calling table, the fact if it is called by a result or by an attribute could be stored in the global list. The global control strategy would decide about the table to work on next. Different to the current implementation of HICLASS, tables would only be called by the global strategy, not by other tables. If a cable is waiting for the answer of another table, and the second table happens to be solved. then the first table can request this information from the second one.

- The reasoning capabilities could be extended in order to first make some basic checks about the likelihood of a table (as described for csRL; see sections 5.3 .1 . and 5.3 .2. ).
- The coNCLUDE option could be extended to cover intervals of numeric values and not only single values.
- The HISTORY option could be designed more user-friendly while not using internal attribute and value names, but a more sophisticated output.

So far, the accentuations and colors provided with the editor in HIEDIT are not accessible within HICLASS. This could be changed.

If a table is calling another, then up to now only the results of ONE table can be given back to the calling table. It should be possible that all appropriate results produced in a subtree can be provided.

The type of numeric values should be changed from integer in the range of $[0.253]$ to floating point.

### 4.3. Implementational detalls

### 4.3.1. Main data structures

Due to the dynamic nature of the problem, almost all data structures are designed in a dynamic way. Data fields are created when needed, and disposed after use. This is true for menus and spreadsheets as well as for table definitions. In HICLASS, a table is read from disk, it is processed, and then disposed after it is completely solved. This allows to build very large systems without running out of memory. Every attempt to create new data fields is combined with a memory check. It is checked if after the memory allocation the remaining memory space is sufficient to allow a proper program performance, e.g. accessing the menus in HIEDIT. The main data structure in HICLASS is a table. A table, a dynamic data structure itself, is defined in the following way:

```
table ...-.) table
matn_table = record fHMClASS tabie pomat}
    name:stringl9]; {table name}
    max_attr:integer; 首价ber of attributess
    max_ex integer; {number of examples}
    first attriattrmponter; {start of attributes}
    first_ex:expolnter: fstart of examplesk
    unknown_ellowed:booleen; {unknown allowed}
    dont_mplic_allowed:boolean; 'don't applicable allowed}
    predefinedibcolean; {predefined order?}
    favorad_strategy;byte; (favored local strategy)
    threshold:byte:
    moterval:byte:
    shortcut:Boblean;
    strategy-used!byte;
    prior_certainty:byte:
    reader:polnter:
    no_ques:byte:
    no_unknown:byte:
    numinum pointer:
    numer,c:boolean:
```

    end:
    There is a pointer providing access to the contents of the table which has a name attached to tt. The number of attributes defined (max_attr), and the number of class descriptions stored in the table (max_ex) are provided. Pointers to the beginning of linked lists for the attribute definitions (first_attr) as well as the class descriptions (first_ex) are tncluded. A number of control fields are bound to each table defintion, providing information important for the performance of the local and global control strategies. A pointer (reader) allows to access the dialogue window produced for the user interface. The number of questions asked and the number of questions answered with UNKNOWN are recorded and stored within the table data structure. Each table includes all information necessary to continue its processing even if the particular table is not the one currently focused on (there is only one active table at a time, but maybe several tables are wating to be completed; see
section 4.2. for an explanation of the control strategy). The attribute/value definitions are separated from the class descriptions. They are stored in linked lists.


| mainmatr | ```= record fat name:string[s]: text;text_pointer; askfirst:byte; max_val:byte; values:val_pointar; min_cert:byta; next:attrypornter end:``` | ute 3 <br> Gattribute na <br> ftext for at KOmo lmask fumben of va fvalue defin fourment min fnext attribu |
| :---: | :---: | :---: |
| main_val | ```= record name:string[5]: text:string[74]; textres:text pointer; cert!byte; nexv:vat_pointer: end;``` | thame of value ftext for val ltext for val fcurrent certa \{next value\} |
| mein_text | ```= record anzhervibyte: text:array[1..en] of herv:arrayll:.max hervo end:``` | ```{text formet? gTeb]: ..5] of byte:``` |

The class descriptions of a table are stored in a separate linked list. The reference to the attribute and value definttions is realized using numeric values referring to the relative position of the appropriate definttion in the attribute/value linked lists. If during the reduction of a table class descriptions and/or values are deleted, the reference is updated accordingly. Numeric values are stored as such. The last field in the class description holds the weight of the description.


A complete description of the data structures used within the system can be found in Appendix $C$.

### 4.3.2. The file structure for a table

The following logical file structure is used for storing a table defined in HIEDIT on a storage device. Not all information is used by HICLASS, the distinction-oriented knowledge representation is included for the use by HIHYPO only, and the non-distinction-oriented representation (most general description to be derived) is not implemented yet.

```
- Flie tag
distinctionmombented leambng examples provided (y/n)
non-distinction-omiented learning examples provided (y/n)
answer LNKNown allowed (y/n)
answer NOT mpplTCABLE allowed (y/n)
predefaned order enforced (y/n)
favared strategy (0=none, I=MATCH, 2=LEFT-TO-RNGHT, 3=HEURTSTTC)
threshold for uncertainty handilug [0.i..1.01
Interval range for numeric values [0..50]
uhicue results onty (y/n)
number of actributes
Far all attributes
    attribute name
    askfirst (0-not valid, f=askfirst=tuue, 2maskfurst=false)
    number of values
    Por all yalues
        value nane
        value text
number of examples
for all examples
            example content
number of distinction-oriented examples
for all examples
            example content
number of non-distinction-oriented examples
for all examples
    example content
```


### 4.3.3. Efficiency

A lot of thought was given to an efficient storage management. Most data structures are implemented dynamically to allow a very flexible performance of the system. In the case of HICLASS, only a few global variables and information crucial to further process invoked but yet unsolved tables are kept in main memory. Algorithms used to process tables are designed to be time efficient.

As described in Appendix $B$, the system is strongly modularized. Maintenance can be focused on the very module performing a specific task. The modules have well-defined interfaces between each other. Thus, a module can be changed without affecting other modules. If, for example, mouse support is desired, only the low-level utility modules concerned with the user interface have to be changed. A change in global constants and data structures affects the whole system. In most cases no changes in any of the modules are necessary.

The program shows small processing delays working with small to medium size tables. With large size tables, processing time increases. Thus, time crucial parts of the program could further be optimized. It is proposed to strongly modularize an expert system to be built. Small tables are not only faster to process, they are also easier to change and to comprehend.

## 5. Evaluation of the HICLASS system

### 5.1. HICLASS as a tool for a generic task

It was stated that HICLASS attempts to serve as a tool for the generio task hierarchical classification as given by chandrasekaran. Let us first have a look at the features of a generic task to prove if this attempt was successful, since a successful tool for a particular task would have to fulfill these requirements.

## Multiformity:

HICLASS is based on a special way to organize and use knowledge. Sets are linked together in a hierarchy, preserving inheritance. An establishrefine strategy is used to traverse the hierarchy tree. Basically, reasoning by elimination takes place and specific control strategies serve to guide the performance in the most promising manner using operations designed to deal with the data structure. HICLASS is best suited for performing a hierarchical classification task.

Modularity:
HICLASS can be used as an independent tool, but it also can be incorporated in a complex knowledge-based system as a subtask cooperating with other generic tasks. The particular function, hierarchical classification in this case, is decomposed into its conceptual parts. These parts are tables, including one ore more class descriptions. Domain knowledge of other form is inserted, e.g., evidence-accumulation knowledge.

Knowledge acquistiton:
A knowledge acquisition strategy has to be used to build a HICLASS application. The system allows a very flexible organization of the hierarchy to be built. The knowledge engineer has to determine useful categories and ways of linking the categories together in the hierarchy.

Explanation:
HICLASS provides an explanation feature in order to explain current steps of the control strategy to the user in a local or global manner. This is possible, since the control strategy is very specific.

Exploiting the interaction between knowledge and inference:
As already mentioned, a particular way of representing knowledge (values of attributes in class sets) is integrated with a particular way of using that knowledge (set reduction according to the match of input data with the values of the class descriptions). Additionally, the global control strategy is especially designed to deal with the structure of the knowledge embedded in the system.

The discussion shows that HICLASS addresses all of the important features of a generic task, and can therefore be useful as a tool serving to fulfill this task.

### 5.2. HICLASS as a tool for hierarchical classtfication

To show that HICLASS is a genuine hierarchical classification tool it must be demonstrated that HTCLASS incorporates the problem-solving strategy and knowledge appropriate for the specific task as defined by Chandrasekaran [5].
"hierarchical classification requitas as input a data description of the problem to be solved. After processing, the task yolios alt the categorias of the hararchy that apply to the given data." [5, p.218]

The input required by HICLASS is a data description of the problem. The data is entered by answering questions the system generates. Answering questions can mean that the user types in an answer, but it can also mean that an external program or real world process sends the data. The basic attempt of most of the local control strategies is that only a minimum number of questions have to be asked. The system will come up with one or more results, supplemented by certainty values defining the likelihood of the particular result. It is also possible to list all the subresults along the relevant path(s).


#### Abstract

"Tha classifier requires a preenumerated list of the categories that ft will be using. Furthermore, these categories must be organized into a hierarohy in which the children (...) of a node represent subhypotheses of the parent. . . As the hierarchy is traversed from the top down, the categories (...) become more specific." [5, p.210]


Each HICLASS system has a preenumerated IIst of the categories it uses. These categortes are referred to as classes in HICLASS. The classes are organized into a hierarchy, in which the children represent subhypotheses of the parent. The classes become more specific going down in the hierarchy tree. A special feature of HICLASS is that classes can be combined in a table.
"Each node in the hierarchy is responsible for calculating the "degrae of fit", or consticnce value, or the hypotheses that the node represents. .. Each node can be thought of as an expert in determining whether the hypothests is true. For this reagon, each node is termed s specialist in its small domain." [5, p.218]

The "degree of fit" is expressed in the shape of certainty values in HICLASS. A certainty value is assigned to each hypothesis that is not ruled out, depending on prior certaintles and the number of answers UNKNOWN. In fact, each class can be thought of as a specialist in a Imited domain. In the case of classes combined in a table, the system tries to determine which of the classes is true with which certainty. If there is only one class per table, then the system tries to come up with the certainty of this class.
"To oreate each speciallst, knowledge must be provided to make the degree-of-confidence decision. The general idea is that each specialist apecifies a list of features that are fimportant in determining whether the hypothesis it represents is true and $\quad$ Tist of patterne that map combinations of features to contidence values," [s, p.219]

In HICLASS, a number of attributes is defined for each table. These attributes, or features, have well defined values for a particular class description. They serve to rule out classes in the case of a class set and to determine the certainty value of one or more succeeding classes. A class description consists of one more instances that provide values for all the attributes, including one special attribute, the result, representing a hypothesis. Prior weights are bound to the instances. Thus, If an instance can be matched, a result with a special certainty is produced.

In order to effictenty traverse the hierarchy, a type of hypothesis rethement is ueed: sessblish-refine. "A spechalist that establishes fis hypothesis (...) refines itselp by activating trs more detalled abspectalists, white a specialist thet rules out or reject its hypothesis (...) doss not send any massages to its subspecialists, thus avoiding that entire part of the hisrarchy. ... The establishmefine process continues until no more refinemente can take place. This can occur other by having reached the tip level hypothesis of the hierarchy or by having ruled out mamhierarchy hypotheses." [5, p.219]

The control strategy described above is the global strategy used to guide the classification process. In HICLASS, one or more results with a certainty value bound to them are produced after the table is "solved" hypotheses are established. The process continues while invoking the subspecialists a particular result is pointing to (the hypothesis refines itself). If the subspecialists are combined in a table, only one pointer is necessary, otherwise more than one. In class sets, wrong hypotheses are either automatically ruled out in the set reduction process or a certainty value of zero is assigned to them. In both cases, the subspecialist of these classes will not be established. The process stops when all paths followed terminate because all current tables are leafs in the classification tree, and when all current hypotheses are either ruled out or hold a certainty value of zero.

It could be shown that HICLASS addresses all the issues raised by chandrasekarans defintion of the generic task hierarchical classification. HICLASS incorporates the problem-solving strategy and knowledge appropriate for this task.

### 5.3. HICLASS in comparison

### 5.3.1. Description of CSRL

CSRL (Conceptual Structure Representation Language) is introduced as a language for writing hierarchical-classification expert systems. Chandrasekaran [5, pp.215-239] describes the basic idea of CSRL at a level of detail which allows to make a general comparison, some details though can only be assumed or are not known.

In CSRL, each specialist for a particular hypothesis is implemented individually. The parents (referred to as superspecialists) and subspecialists of a specialist are declared within the definition (DECLARE). A skeletal outline of a specialist definition for a bad-fuel node is the following:

```
(SPECTALST BadFue\
    (OECLARE (SUPERSPEGTMLIST FuEISystem)
        (SuBSPECLALTST LowOctane WarerTnFuel DimtInfuel))
    (MGS. = )
    (MESSACES...)
```

The Kas section (knowledge group section) consists of knowledge groups that "contain knowledge that matches the features of a specialist against the case data. Each knowledge group is used to determine a confidence value for some subset of features used by the speciallst.... A knowledge group is implemented as a cluster of production rules that maps the values of a list of expressions (...) to some conclusion on a discrete, symbolic scale" [5, p.220]. One knowledge group of Badfuel called "relevant" has the following content:

```
RELEVANT TABLE
    (MmTCN
    (ASNYWU} "Is the car slow to respond")
    (ASKYMU? "Does the car start hard")
    (AND(AskMNU" "Do you hear knocking or plnglng souncs")
            (AskvNu? "Does the problem occur while accelerating")
    WITH (TF T?? THEN -S
            ELSEYE ?T? THEN -3
            ELSETF ??T THEN 3
            ELSE 1)\
```

The expressions in MATCH query the user. ASKYNU? is a LISP function asking the user for YES, NO or UNKNOWN and translates the answer into $T$ (true), $F$ (false) or U (unknown). Any LISP function can be used instead. The results of the MATCH are then compared to a condition list. A '?' in a pattern means 'doesn't matter'. If the first question is answered with VES, then the first pattern 'T??' is true and -3 becomes the value of the knowledge group (the values are assigned on a discrete scale from -3 to 3 , where -3 means "ruled out" and 3 stands for "confirmed"). Otherwise, the
other patterns are evaluated. If none of the rules match, the value for the knowledge group will be 1 (default value). The following knowledge is encoded with the group:
"If the car is slow to respond or the car starts hard,
then BadFuel is not relevant in this case. otherwise, if
there are knocking or plinging sounds and if the problem
occurs whila accelerating, then Badfuel is highly
relevant. In all other cases, BadFuel is only middle
relevant" [s, p.221].

A specialist can contain several knowledge groups, which are separately checked in a specific order. Special knowledge groups can be designed to combine values of several groups into a single confidence value, thus abstracting the results of a number of knowledge groups.

```
(BUMMARY TABLE
    (MATCH RELEVANT gas
    WTTH (TF % (GE O) THEN 3
        ELSET ( (GE O) THEN 2
        ELSETF ? (LT 0) THEN -3)),
```

The MATCH expressions stand for the two knowledge groups "relevant" and "gas" "For example, if the value of the relevant knowledge group is 3 and the value of the gas knowledge group is greater or equal to 0 ( $G E(0)$ ), then the value of the summary knowledge group (and so the confidence value of BadFuel) is 3 .

The overall control strategy is realized with inserting a MESSAGE section into the definttion of a specialist. This section "contains a list of message procedures that specify how the specialist will respond to different messages from its superspecialist" [5, p.222]. There are two predefined messages: ESTABLISH and REFINE.
"The ESTABLISH message procedure of a specialist determines the confidence value (...) of the specialist's hypothesis" [5, p.222].

```
(ESTARLTSH (IF (CE relevant O)
    THEN (SETGONFIDENCE selp Summary)
    ELSE (SETCONFIDENCE Self relevant))
```

The terms "relevant" and "summary" refer to knowledge groups defined Within the specialist, "self" stands for the name of the specialist itself. The example procedure first tests the value of the relevant knowledge group (if it is not evaluated yet, then this is done now). If the value is greater or equal to 0 , then the confidence value of BadFuel is set to the value of the summary knowledge group; otherwise it is set to the value of the relevant knowledge group. The strategy behind this is that if Badfuel is not a relevant hypothes is to hold (indicated by a value
less than 0 ), then the confidence of the spectalist is set to the degree of relevance. Otherwise, more complicated reasoning is performed to determine the confldence value (the summary knowledge group combines the values of other knowledge groups).
"The REFINE message procedure determines which subspecialist should be invoked and which messages they are sent" [5, p.223].

```
MEPINE FOR specimlist IN subspecialiste
    DO (CALb specialtst With ESTABLISH)
        (TF (+? specialist)
        THES (CALL specialist WTTH PEFTME)))
```

The procedure calls each subspecialist with an ESTABLISH message. If the subspecialist establishes tself, then it is sent a REFINE message ( $t$ ? tests whether the confidence value is +2 or 4 ). Other than having a "Big Brother'-control structure organizing the establishment of hypotheses, the nodes itself are active and invoke children if necessary.

There are several aspects of hierarchy within this philosophy. First, the categories are organized in a hierarchical manner. Second, the knowledge within one knowledge group is organized in a way that if a row of the group is matched, then none of the subsequent rows is evaluated.

### 5.3.2. HICLASS vs. CSRL

First of all, CSRL is a LISP-based language. HICLASS, on the other hand, is an expert system shell, even if there also is the possibility to build a language around the basic concepts. As a language, CSRL can be applied very flexible; especially the feature of user-defined LISP functions is a powerful option. Part of the attempt of HICLASS is to free the user from programming the system in the sense of the word. Rather than writing functions, a user in HICLASS would enter his/her knowledge into predefined tables, supplemented by prior certainty and threshold values, as well as important information like the order dependency of attributes and hierarchy structure information. The system itself would decide about control strategies to apply and solve the problem according to a predefined plan of action. Less flexibility is the price to pay.

The basic distinction between CSRL and HICLASS though, resulting in a number of differences, can be found at another level of abstraction. The whole philosophy is different in a way. In HICLASS, a specialist is a class, described by one or more instances, most likely combined in a table together with other class descriptions. Each table has a parent, the information about this link is not given within this child table to allow a flexible usage, but can be derived from the hierarchy structure within the particular system. Further on, each class, which in fact is a hypothesis, has a result which is either a true statement about the world (at the leaf level) or a pointer to other class tables, which can be referred to as children. So far, there is no difference to the defintition of a specialist in CSRL.

The difference is that in the case of CSRL the certainty of a hypothesis is not derived from only one class description and that hypotheses are never combined in one single data structure like a table in HICLASS. In order to prove a hypothesis in CSRL, several knowledge groups (KaS) can be considered, thus allowing a very flexible and extendable proof. Each KGS provides a confidence value which can be summarized in a user-controlled way to provide a value for the whole specialist. The overall control structure in CSRL is realized with the help of MESSAGES, which are sent from a parent to its children, determining how the confidence value of the subhypothesis should be determined and which threshold should be used to refine the subhypotheses itself. The latter contrasts to HICLASS in a way, that there the overall control strategy is implicit given in the system (If a class has a certainty equal or greater than a threshold, then we move on to the next level in the tree). Considering only the messages ESTABLISH and REFINE, there is no difference in the performance. But userdefined messages can be passed as well in CSRL, which makes the control explicit and more flexible.

The task of a specialist in CSRL can be considered as defining a group of Kas which all serve to prove one specific hypothesis. The Kas itself are independent and can be used by several spectalists. Each Kas provides a confidence value. The confidence values of several KGS can be combined in a flexible way. Once an overall confidence value for a spectalist is
determined, it is compared with a threshold. If the check is successful, then activating messages are sent to the children, otherwise the path is closed. No accumulation of evidence takes place from one level of the tree to another, only within one specialist - another difference to HICLASS.

A very interesting and useful fact is that CSRL allows to first call a KGS to make some basic checks, and then depending on the result, to either turn down the hypothesis or to perform more detailed checks in order to prove the hypothesis on a finer scale. This is also the reason for a default confidence value within a kas. It allows to introduce a decision If some more reasoning should be done, even if none of the patterns in the particular group matches the data. This is not necessary in HICLASS, since we only deal with one group of patterns, and if these cannot be matched, then the hypothesis can be turned down immediately. The combination of confidence values of different kas happens in a totally user controlled manner in the shape of predefined calculation rules, that seem difficult to derive.

For an example that only has one KGS in order to prove the hypothesis of a specialist, HICLASS comes to the same results CSRL would do. Differences are that in HICLASS evidence would be accumulated for a particular path and that several specialists could be combined in one table. The latter one could be important if several specialists share attributes and are distinguishable from each other. Questions for special attributes can be answered by invoking other tables; if this is also possible in CSRL cannot be derived from Chandrasekarans description. It is also not clear if the nature of questions (only YES/NO/UNKNOWN) can be changed and if the order dependent left-right strategy in asking these questions has to be maintained, which both seem to 1 imit the flexibility otherwise very strong within CSRL. Another similarity is that in HICLASS as well as in CSRL several class descriptions can be combined (the three questions in the example KGS bad fuel can be implemented as three instances in a HICLASS table).

As described above, one of the major differences between the approaches, if not THE major difference, is that a class description in HICLASS is only realized within the boundaries of one table, whereas in CSRL different kas can be combined to establish one overall hypothesis.

### 5.3.3. Description of ist-CLASS

### 5.3.3.1. 1st-CLASS specifications

NOTE: The description of the expert system shell ist-GLABS provided below is directly taken from an explanation file delvered with the ist-ClAss package; only informetion relevant for a comparison with HICLASS wit be given.

| Copyraght | (c) Copyright 1985, 1986. Programs in Motion Inc. , Wayland hat |
| :---: | :---: |
| Program type: | Expert system generator. |
| Methocis used: | Inductive classification, Database search, and/or Direct rule construction editing. |
| Data entry method: | Examples in a spreadsheet format or direct rule conctruction. |
| Data types: | Logical (choices) and humeric (flating point). |
| Example edtrar: | Multiple choice entry plus edtting functions. |
| Size of one module: | Up to 32 factors, 32 results, and 255 examples. |
| Chatned modules: | Ho Timit except on-line disk capacity. |
| Expert adyisor: | Autemgenerated or user-created advisor screens. |
| Advisor editor: | Full screan editor, supports color/attributes. |
| Rule generation: | Four algorithms can be used: <br> - optimized decision tree construction; <br> - ordered, allows you to choose processing order; <br> - matching. for pattern matching applications: <br> - direct bulidingledtting of rules. |
| Speed of operation: | Since the rules are compliad, there are no delays during use. |
| Rule editor: | On screen, graphical rule edttor. |
| Neights: | Can be aseigned to each example; several statistical indexee can be calculated fron then and dieplayed. |
| Answerback: | Summarres how answer was reached and allows the user to change an answer and run again. |
| Report generation: | Can build a report on diek autonaticalty. |
| Data interchange: | Exchanges cata wth other programe. |
| Frte accest: | Can process kite from disk pries. |
| programming language: | Not requited to use st-ClAss; can be used for spectal needs ip desired. |
| External programs: | Can be written un any language, and can pass data to and Fron ist-class. |
| Logic engrne: | Ist-CLASS can be called from other programe and can return an ancwer to them. |

### 5.3.3.2. Using ist-ClASS

The following examples were edited and performed in 1 st-CLASS (the second example is a sample knowledgebase provided with the ist-CLASS package), parts of screens of the program are shown below.

## Example 1:

Examples:

|  | type | size | Tocation | kEsuls | We ${ }^{\text {ght }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $1:$ | cetacea | 2stt | atsea | whale | [1.00] |
| 2. | cetacea | 6ft | nearcoast | porpolse | [1.00] |
| 3 | cetacea | 6 ft | atsee | dolphin | $[1.00]$ |
| 4: | Tish | 爯安 | npacific | salmon | [1.00] |
| 5 : | rish | 6ft | atsea | sherk | [1.00] |

Rule optimized:


Statistios for <whales:

| Active | examples: | 5 | Result's | 3 examplas: | 1 | Examples: 1 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Result | frequency: | 0.20 | Result p | probability; | 0.20 | Relative probability: | 1.00 |
| Total | , ight: | 3.00 | Result | deight; | 1.00 | Average weight: | 1.00 |

Rule left to right:


Example 2：
Examples：

| 1： | sauce <br> 㮦 | prefwolor red | main－comp | color red | Weight <br> ［1．50］ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $2:$ | tomato | 家 | ＊ | red | ［1．00］ |
| 3 ： | ＊ | whtte | ＊ | white | $[1.501$ |
| 4 4： | cream | ＊ | ＊ | white | ［1．00］ |
| 5： | ＊ | ＊ | meat | red | ［1．00］ |
| b： | ＋ | ＊ | veat | white | ［1．00］ |
| 7： | cream | ＊ | turkey | white | ［1．00） |
| 8： | cream | 娄 | poultry | white | ［1．00］ |
| 9 | tomato | ＊ | turkey | red | $[1.00]$ |
| $10:$ | tomato | ＊ | poultry | red | $[1.00]$ |
| 11： | ＊ | ＊ | fish | white | ［1．00） |
| 12： | 产 | ＊ | fich | white | ［1．00］ |
| 13： | cream | 类 | other | white | ［1．00］ |
| 14： | tometo | ＊ | other | red | ［1．00］ |

Parts of the rule：
sauce？
Prean：pref－color？


Statistics for first path of＜red＞（1）：

Active examples： 14 Result＇s examples： 2 Examples： 1,5
Result frecuenty： 0.43 Result probabilty： 0.17 Relative probability： 0,71
Total weight： 15.00 Result weight： 2.50 Average weight：i． 35

## Dialogue：

| sauce | $=$ cream |
| ---: | :--- |
| prepmonor | $=$ red |
| manmeomp | $=$ neat |

Result：

```
You've selected red wine, wth a contidence of 71.43%.
-m or -m
You've selacted white wine, with a confidence of 28.57%.
```

After experimenting with the program，the following details of behavior seem to be important for a comparison with HICLASS．Example 2 will be used in the discussion．

The following examples contributed to the finat result：

| $1:$ | ＊ | red | \％ | red | ［1．50］ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 4 ； | crean | ＊ | ＊ | white | ［1．00］ |
| 5： | 矣 | ＊ | meat | red | 11.001 |

Statictics for one of the succeeding pathe（red）：

| Active | examples： | 14 | Result ${ }^{\text {s }}$ | examples： | 2 | Examples：${ }^{\text {E }}$ S |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Result | 考requency： | 0.43 | Result | bability： | 0.17 | Relative probability： | 0.71 |
| Total | ight | 15.00 | Result | ： | 2．30 | Average weight： | 1.25 |

a）The weight for a result is determined by simply adding up all the weights of examples for this result．
b）The statistics calculated for a particular path are statistics in the sense of the word．

For the succeeding path of 〈red＞：

```
Result frequency = 隹 of examples for recult/ u of all examples
    =6/14=42.8
Result probabinity = Fesult weight/ cotal weight
    =2.5/15=0.166
Relative probability = result weight f total result weight of succeeding result
    =2.5/3.3=0.71
```

c）The goal of the performance is to come up with one or several results with a ceratin probability．If there is only one succeeding result，then this is given with $100 \%$ certainty，even if there are examples describing this result with a weight different to 1.0 ．
d）If a question is answered by another knowledgebase，this knowledgebase is invoked first，there is nothing like an ASKFIRST option．
e）If a question is answered by another knowledgebase，and this knowledgebase has several results with different probabilities，then only the result with the highest probability is given back to the calling knowledgebase（or in the case of equal probabilities the first result identified）．There is always only ONE result per knowledgebase．The probability of this result is NOT used in the reasoning process of the calling knowledgebase．
f) If a knowledgebase has several results with a certain probability, and these results call other knowledgebases, then only the knowledgebase is invoked that is called by the result with the highest probability. There is always only ONE knowledgebase called. Probabilities are NOT propagated down to the next knowledgebase(s).

Summarizing the comments so far it can be stated that the global control strategy as well as the uncertainty handing is very straight forward and simplifies results of the reasoning process in order to maintain this straight forward philosophy. That this simplification can lead to problems will be shown in the following example, solved with ist-CLASS.

Example:

A: \begin{tabular}{llll}
bachbone breathing type \& weight <br>

| yes | blowhole cetacea | 1.0 |
| :--- | :--- | :--- |
| yes | gille | fich | \& 1.0

\end{tabular}

| $8:$ | type | size | Tocation | creature | weight |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | cetacea | 25 ft | at sea | Whate | 1.0 |
|  | cetacea |  | near coast | porpoise | 1.0 |
|  | cetacea | S ${ }_{\text {st. }}$ | at sea | dolphin | 1.0 |
|  | \%ish |  | ¢. pacific | salmon | 1.0 |
|  | fich | 6 ft . | at sea | shark | 1.0 |



The following sequence of action was recorded by the report file created by 1 stCLASS. The first column shows the active knowledgebase, the second column denotes the attribute (called factor in 1st-CLASS) and the third column the value.
a) the user "sees" a shark

| a | breathing | unknown |
| :--- | :--- | :--- |
| a | backone | yes |
| 8 | a | fish |
| B | Bize | sft |
| 3 | Result | shark |

Know ledgebase A is solved, the user does not know the value for sbreathing, thus both results are valid with a relative probability of 0.5 , but only the first result <fish> is taken. In this case, this does not result in any problem, the proper result can be found.
b) the user "sees" a whale

| a breathing | bunown |  |
| :--- | :--- | :--- |
| $a$ | backone | yes |
| 8 | a | fish |
| $B$ | size | 25 ft |
| $B$ | Rcsuli | Unkown |

Now, the system is not able to give an advice due to the fact that the result scetaceas was rejected in knowledgebase $A$, even if it had the same probability of being true as 〈fish>.

### 5.3.4. HICLASS vS. Ist-CLASS

A lot of the features of HICLASS look similar to the ones of 1 st-CLASS, which is due to the fact that the ideas used to develop HICLASS were influenced by the 1st-CLASS system, which incorporates a number of very useful approaches to solve the problem of building an expert system shell for hierarchical classification. To a certain extent, the same principles of building a hierarchy, holding several class descriptions in one table, maintaining a set of preenumerated solutions, allowing "Don't care" and "UNKNOWN", designing local strategies, and others can be found in both systems. Besides similarities though, a number of important differences have to be mentioned. One could look at HICLASS as a successor of 1st-CLASS, using useful approaches but trying to resolve serious limitations of this program.

Examples of useful 1 st-CLASS features which wh11 not be implemented in HIEDIT or HICLASS due to the high implementational effort are the graphic rule editor and the very flexible interface with the "world".

There are a number of problems addressed by HICLASS that are not touched by 1 stCLASS at all or solved in a questionable way. The fact that rules in ist-CLASS are build beforehand helps to speed up an advising session since only a small number of calculations have to be performed, but this obviously does limit the flexibility of the system and it does not allow to guide the process of finding a result with regard to the current situation. Since no set reduction of the table takes place during an advising session, choices given to the user can be not valid anymore and the chance of wrong conclusions is introduced.
ist-CLASS does not exhaust all reasoning possibilities which can be derived from the data provided for the system (one example was given at the end of 5.3.3.2.). The simplification of the uncertainty handling and of a global control strategy leads to a loss of accuracy. HICLASS provides a more sophisticated uncertainty reasoning and a propagation of uncertainty. In HICLASS it is possible to follow several paths at the same time and to maintain thresholds for the termination of these paths. The certainties for several instances per class can be combined and an explanation feature is embedded in the system. In ist-CLASS it can happen that the system follows a "blind" path (there is only ONE path at a time) and it is not possible to call multiple chlldren.

As mentioned before: HICLASS incorporates a lot of the features of ist-CLASS but attempts to overcome problems limiting an accurate performance of solving the task of hierarchical classification.
6. Further research

## 6.t. HIHYPO - hierarchical hypothesis matching

One of the generic tasks identified by Chandrasekaran [5] is hypothesis matching, which he defines as "matching hypotheses to a situation using a hierarchical representation of evidence abstraction. The general idea is that we have a set of data which potentlally pertain to a concept. We want to know how well the concept matches the data. For example, the concept may be a disease and data may be patient data relevant to the disease, and We wish to know what the likelihood of the disease is. Hypothesis matching is a very common subtask in a number of reasoning tasks." [5, po.216]

This chapter will be concerned about sketching a hierarchical hypothesis matching system (to be referred to as HIHYPO), using a number of ideas from HICLASS, complemented by goal-oriented control strategies and a spectal distinction-oriented knowledge representation. HIHYPO has no implementation yet.

The knowledge in HIHYPO will be organized in a hierarchy of tables. Again, the assumption $1 s$ made that several concepts may share attributes and can therefore be combined in a table. Everything which was said about the HICLASS representation is valid: there are preenumerated solutions, "Don't care" values, welghts, questions answered by other tables etc.

Example:

| A: | backoone | breathing | tyoe | weight |
| :---: | :---: | :---: | :---: | :---: |
|  | yes | blow hole | cetacea | \%.0 |
|  | yez | gills | fish | 1.0 |
| $8:$ | stze | location | creature | Wersht |
|  | 25 ft. | at sea | whale | 1.0 |
|  | 6 Pt. | near coset | porpoise | 1.0 |
|  | 6 Ft. | at sea | dolphin | \%. 0 |
| 0 : | location | creature | weight |  |
|  | n.pactic | 5a mmon | 1.0 |  |
|  | \%tc sea | shark | 1.0 |  |



Assuming, the hypothesis to be matched is <whale> to for instance answer a user's question "Can the creature I saw be a whale?", the hierarchy has to be traversed from bottom to top, whereas in HICLASS the opposite direction was followed. The assumption uhale> is taken as a goal and the attempt of HIHYPO is to confirm this goal. A backward chaining in contrast to the global forward chaining in HICLASS has to be performed, since in order to confirm <whale> the whole path from the very special description up to the most general one has to be confirmed. This is because the whole path describes the concept <whale>, not just the last table.

With a backward chaining (or goal-driven) approach "the system focuses its attention by only considering rules that are relevant to the problem on hand. In this approach, the user begins by specifying a goal by stating an expression E whose truth value is to be determined. ... The main advantage of the goal-driven approach is that it does not seek data and does not apply rules which are unrelated to the problem in hand." [9, pp.428, 430] If a goal can be confirmed within one table in the relevant path, the parent of this table has to be considered, thus serving as a global subgoal, and so on, until the top of the hierarchy is reached. For rejecting a goal though, it is sufficient to reject one of the subgoals along the path.

## 6．1．1．Local control strategy and knowledge representation

Within the context of one table，the attempt of the system is to contirm or reject a result of the table．The local control strategy is strictly goal－driven and it is mainly focused on the differences between concepts （again referred to as classes）combined in a table．Thus，values for attributes that are unique or most unique for the special goal compared to other classes in the table serve this strategy best．A special distinction－oriented knowledge representation，which is non－redundant and shows only the differences between classes would be perfect for this．

Example：

| type | 5120 | Tocation | creature | weight |
| :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 T\％． | at sea | whate | 1.0 |
| cetacea | 6 生竟。 | near coast | porpotse | 1.0 |
| cetacea | 6 ¢t． | at sea | dolphin | 1.0 |
| fish | 1 Pt． | n．pactric | salmon | 1.0 |
| fish | 6 ft ． | at sea | shark | 4.0 |

Fugure 6．tit．Orfathat olass descriptions

| type | size | Tocation | creature | weight |
| :---: | :---: | :---: | :---: | :---: |
| \％ | 25 孚t． | \％ | whele | 1.0 |
| ＊ | ＊ | near coast | porpores | 1.0 |
| cetacea | 6 Ft ． | at sea | dolphin | 1.0 |
| ＊ | ffer | ＊ | samon | 1.0 |
| fish | 6 Ft． | ＊ | shark | 1.0 |

Figure 6．1． 1.2 ．Distinctionmoriented class descriptions

The non－redundant，distinction oriented class descriptions in figure 6.1 .1 .2 ．are generated from the descriptions in figure 6.1 .1 .1 ．using a special kind of mechantical induction（the algorithm is desoribed in section 6.4 ）．The new descriptions only include the information cructal to distinguish between the different classes within the table．The information，for example，that the size of the creature is $\langle 25 \mathrm{ft}$.$\rangle is$ sufficient to confirm that the creature is a＜whale＞within the（limited） worldview of the particular table．The＂＊＂has to be read as＂Don＇t care＊ only by the control strategy，it can for instance not be dertved that t doesn＇t matter if＜whale＞is a＜fish＞or a＜cetacea＞．Values for attributes describing a particular class are only defined if they are unique for this class，and not only values but also sets of values．

Example：

cetacea 6 ft．at sea doiphin u．0
All three attributee have to be known to confirm or reject the goal＜dolphin）．

A local goal-driven control strategy takes single values or sets of values as local subgoals and generates questions in order to inquire if these values match the user's data or not. If only one of these subgoals cannot be confimed, the whole goal in a local as well as in a global sense has to be rejected.

## Example:

a) to confirm a goal with one subgoal
goai: salmon
subgoat: ift.
What is the length of the creature? ft.
The only subgoat is confimmed, thus the goal is contimed. Result: The creature is a salmon.
b) to confirm a goal with multiple subgoals
gonl: shark
subgoals: fish, fot.
What is the cless of the oreature? fish What is the length of the creature? 6 f.
All two subgoels could be confirmed, thus the goal is confirmed.
Result: The creabure is a shark.
c) to reject a goal
goal: salmon
subgoal: ft.
What is the length of the creature? 25 ft.
The only subgoal is rejected, thus the goal is rejected.
Result: The ereature ts not a salmom.

With a class description consisting of several instances per class, we choose the instance with the least amount of unique values. To confirm the goal class we have to confirm all of these values. To reject the goal though it is necessary to reject at least one unique value per instance.

### 6.1.2. Selected spectal problems

Almost all of the problems raised for HICLASS have to be considered in HIHYPO as well. Important questions to be answered are for instance:

- What happens if instances describing one class carry different weights?
- How to deal with uncertainty in general?
- How can the reasoning process be explained?
- Are there metarules to guide the process?

What should be done if there is a predefined order within the table?
Although it is not in the scope of this work to fully cover all aspects of the HIHYPO system, let us nevertheless have a look at some crucial problems.

### 6.1.2.1. Class descriptions with different weights

Different to a local forward chaining control strategy, the attempt in HIHYPO is to confirm or reject a spectal local goal. This goal can be described by several instances, which in turn can have different weights attached to it. In order to fully exhaust all the information provided, we are not done with simply confirming the goal and moving up in the hierarchy, we also have to take care of the certainty with which the goal is confirmed.

## Example:

| * | 察 | \% ${ }^{\text {chen }}$ | whate | 1. 0 |
| :---: | :---: | :---: | :---: | :---: |
| cetracee | 珎 | nest cosst | whals | 0.9 |
|  | * | * | sax mon | 1.0 |

```
g@at: whate
subgon
What is the minss of the cosature? cetacea
goat? whale (1.0)
subgaay: at sea
Where toes the creature Tlue? at set
Resutt: The creature is a whate for sure.
```

Why was <cetacea> chosen as the local subgoal for the first question, and not <at sea>? This was done according to the fact that a specific order is maintained: first, the local goal is confirmed using the distinction to other classes in the table, then, given there are multiple instances describing this goal carrying different weights, the appropriate weight is needed. Hence, one of the instances is chosen as the new local goal.

### 6.1.2.2. An answer UNKNOWN

Allowing the user to answer with UNKNOWN, additional uncertainty will be introduced. How to proceed in this case? The example used below is the distinction-oriented version of the example given in 6.1 .1.

Example:

| A: | * | blow hole | cetacea | 1.0 |
| :---: | :---: | :---: | :---: | :---: |
|  | * | glle | +ish | 1.0 |
| B: | 25 f. | * | where | 1.0 |
|  | * | near coast | porpoise | 1.0 |
|  | 8 ft . | at sea | dolphin | 1.6 |

```
globat goe: : whale
local goal 8 ; whale
local subgoal B ; 25 ft.
8: What is the size of the cetacea? UnKNOW
global goal : whale
local goal A : cetacea
local subgoal d ; blow nole
A: How does the creature breath? through a blow hole
Result: It is possible that the creature is a whate (1.0),
    Due to incomplete information though, this can onty be
    contrmed with 0.5.
```

A similar strategy is used as for a forward chaining in HICLASS. The answer UNKNOWN is ignored as not helpful to confirm the subgoal (in fact we act as if a confirmation took place). The answers UNKNOWN are counted for a particular table and this value is used to determine a certainty for the conclusion.

### 6.2. A complex problem-solver

The task of the hypothesis matching system could be extended such that in case of the rejection of a gol, the system could try to come up with a concept matching the user's data - a hierarchical classification task. To allow a combination of the two concepts, it is useful to start the hypothesis matching at the root table (this could be an advantage anyway, because more general questions might better be suited to early reject a goal). Having a goal to confirm, the system would trace the path up to the root table, maintaining a list of local goals, one for each table touched. If one local goal cannot be confirmed, the system could switch over to a classification mode to find a valid solution if there is one. This behavior would allow to not inquire information twice. Another idea would be to NOT start at the root, but jumping there in case of the rejection of the current goal, while keeping already observed tables including the user's answers in memory in case we have to invoke them again.

Example:

| A: | ${ }^{\text {s }}$ | blow hole | cetreea | 1.0 |
| :---: | :---: | :---: | :---: | :---: |
|  | \% | gils | fich | 1.0 |
| 8: | 25 Pt. | * | whate | 1.0 |
|  | * | near coast | porpoise | 1.0 |
|  | $6 f t$. | at sea | dolphin | 4.0 |
| C: | n.pacti | sammon | 1.0 |  |
|  | 䜌 see | shark | 1.0 |  |

a) starting at the root

## Global geal: whale

local goats: whale, cetacea
loca? subgoal A: blow hole
A: How does the creature breath? through gills
c: Where does the fish llve? at sea
Result: The creature is Wot a whale but a shark.

The rejection of the local subgoals led to a rejection of all the local goals as well as the global goal. Table A was solved with the result <fish>. We went on forward and invoked table $C$, coming to a result matching the user's data.
b) Without starting at the root

```
globat goal ; whele
local goal 8 : whale
loce" subgoal e : 25 ft.
8: What is the length of the cetacea? 6 ft.
A: How does the creature breath? through a blow hole
B: Where cioes the cetacea Tlve?
```

Result: The creature is Not a whate but a dolphin.

The global goal was rejected. We jumped to the root node and solved table $A$. The result pointed to table $B$, which was partly solved before, thus we do not have to ask all of the questions again.

The sequence of action described above is an example of using two different generic tasks, namely hypothesis matching and hierarchical classification for building a more complex problem solver. Both implementations incorporate their own problem-solving strategy and knowledge representation appropriate for solving the specific problem. They partly share the same data description (organization of the hierarchy, attributes, values, etc.), complemented by specific table contents (distinction- and non-distinction-oriented tables).

### 6.3. Inductive learning

An important issue for almost all applications in the field of AI is the process of coding information, of incorporating knowledge into a predefined data structure. "...machine learning is not merely a short-cut method of bullding expert systems; learning is the key to intelligent behavior, and that is a lesson the AI communty will have to learn if artificial intelligence is ever to deserve this title." [8, p.197].

There are several ways of learning: simple memorization, learning from instruction, learning by analogy, learning from examples, learning by discovery [1, p.87]. With respect to the hierarchical systems HICLASS and HIHYPO, a simple memorization would mean to encode a given non-redundant description of a class (for the field-guide-example the encoding of the provided key hierarchy). This requires that there is explicit knowledge about it. However, it will be more often the case that only examples are available describing instances of the class (e.g.: description of different rabbits). There are applications like CENTAUR that use these examples directly, for instance in the shape of prototypes. "The goal of the system is to confirm that one or more of the prototypes in the prototype network match the data in an actual case." [3, p.426].

Another way is to generalize the information given with a set of instances to obtain a good, in the best case non-redundant description of the class. We're talking the implementation of mechanical induction. "A simple inductive learning task is to induce a generalized description of a single concept or class of objects. A training set of individual instances of the concept is provided, each with a description. ... The goal of the learner is to establish a maximally specific generalization of the concept." [1, pp.88-89]
"... induction by machine is easy; useful induction is hard. The problem is not that machines cannot generalize. On the contrary, there are too many ways of generalizing" [8, p.211]. Some ways of generalizing include dropping conditions, internal disjunction, relaxing a constraint and making a constant into a 'don't care' variable. Model-driven (top-down) algorithms are guided by prior assumptions about the form of hypotheses, whereas data-driven (bottom-up) approaches are guided by patterns in the training data.

In the next sections, several approaches to solve the problem of inductive learning for expert systems will be covered in an overview manner.

### 6.3.1. Version space

Learning can be viewed as a search "through the space of all possible descriptions for those which are valuable for the task in hand" [13]. Since the number of valid descriptions can be astronomical, a heuristio method has to be found to guide the search. [8, p.198].

Mitchell developed an algorithm for searching the space of possible concepts (the version space): candidate-elimination, a cross between the Sieve of Eratosthenes and the Binary Choo [13].

The basic idea is to first list all possible descriptions and then to cross off those that do not apply to the training data. A partial ordering exists among the descriptions, from general to specific. The system maintains two boundary sets: $S$, the set of the most specific possible descriptions compatible with the training data so far, and $G$, the set of the most general possible descriptions. The two sets are gradually made to converge as more and more training instances are examined. The convergence is achieved as follows

> I. When a positive instance is encountered, any description in a that aoes not oover it is eliminated, and all elenents of sure generalized as littie as poseible so that they cover it.
> 2. When a negative instance is encountered, any description in $s$ that covers it is deleted, and all elements in a are specialized as little as possible so that they no ionger cover it.

Theoretically, this procedure is optimal, but "it starts to get into trouble with quite modest amounts of noise in the training data" [8, p.2021.

## 6.3 .2 . Quinlan's TD3

In a discussion of Quinlan's ID3 algorithm Michie [12, p.222] states that the basio purpose of this algorithm is to "grow a small example set from an exhaustive set of situations stored on a database." The I03 algorithm is iterative. A decision tree is formed using a subset of the training set. Then, the other members of the training set are classified using this tree. In the case of an misclassification the decision tree is rebuilt using additional instances. The iterative way of building the tree is sald to be more efficient than to build it in a single step using all the data.

A major disadvantage of the original algorithm is stated in [12, p.224], referring to the results of the application of IDS to a chess database: "The induced decision-tree rule looked good by the criteria of synthesis cost, compactness, and execution efficiency; but it made no sense to the chess expert." This is, especially for explanation features embedded in expert systems: a serious critique.

Forsyth [8, p.203] does 11st number of ID3's shortcomings: " 1 . The rules are not probabilistic; 2 : several identical examples have no more effect than one; 3 . it cannot deal with contradictory examples; 4 . the results are therefore over-sensitive to small alterations to the tralning database."

And also Jackson [10, p.450] criticizes the algorithm: ".. you cannot consider additional training data without reconsidering the classification of previous instances. Also, ID3 is not guaranteed to find the simplest deciston tree that characterizes the training instances, because the information-theoretic evaluation function for choosing attributes is only a heuristic. Nevertheless.... its decision trees are relatively simple and perform well in classifying unseen objects."

Besides these problems though, Io3 has been incorporated into a number of commercial packages, like ExTran and ist-CLASS.

### 6.3.3. 4011

The program AQ11, designed by Michalski, Larson and Chllausky "is the one which found better rules for soybean disease diagnosis than a human expert" [8, 0.207]. The rules in A011 are generated in a language called VLI, where a desoription is a set of terms called "selectors".
sample VLy rule:

```
03: [}eaves = normal] [stem = abmorma\]
    Stem cankers = below soll linel
    Fa,nker Tesion color = brown]
OR [leaf malformation = absent] [stem = abnormal]
    [sten cankers = below soli finel
    [canker lesion color = brown]
```

The rule consists of two descriptions linked by an or, whereas a description is a conjunction of terms. Each selector compares one variable with a constant (or range of constants) " AQll works in an incremental fashton, each step adding another conjunctive term (i.e. a new selector) starting off from a null description. The idea is to introduce new items of evidence one at a time, or a few at a time, and extend the growing rule to deal with them. The AQll method can be outlined in the following pseudo-code.

```
P={set of Positive instances of the concept}
H = Iset of Negat jve inctances of the concept'
A = {answer set, initidily empty}
Q { get of most general rules, inttially mull?
repeat untit p is empty
    Ichoose an element p from P;
    apply Imsided Candidate Elimination with p versus N
        using conjunctive rule language;
    select a description g from G;
    append g to A:
    remove prom P all elements covered by g;l
save andlor display A.
```

The main step in this top-level algortthm is best understood as a onesided variant of the candidate-elimination algorithm; there is a set of maximally general descriptions (. ) but no $S$ set. The place of the $S$ set is taken by a single example,p. The method specializes $G$ as little as possible to exclude all N (negative examples)" [8, pp. 208-209].
"In the soybean work, the system made a complete pass through the data for each disease type, treating cases of that disease as positive examples and all other cases as negative examples. ... It is also possible to treat previously generated rules as negative examples... AQll rules start off very general and become more and more specific. It adds new terms to exclude negative examples, while still covering as many as posttive cases as possible" [8, p. 209$].$

For an example used several times in the discussion of HICLASS the algorithm is assumed to work like shown below (there are some parts of the algorithm which are not clearly described by Forsyth, but it is beyond the scope of this work to clarify these problems).

Example:
learning <whale:

```
P = {cetacea 25 pt. at sea}
H = {cetacea 6 ft. near coast,
    cetacea 6 ft. at sea ,
    fish 1 ft, n.pacific,
    fish 6ft. at sea ?
a = {cetacea} (new conjunctive term)
p={oetacea 25 %t. at seal
candidate elimination:
O covers p}=>\mathrm{ no change in G
fis speciallzed to not longer cover examples in in:
G = {cetacea, 25 pt.)
result:
A = lcetacea, 25 pt.}
```


### 6.3.4. Genetic algorthms

Genetic algorithms are inspired by evolution. They are "very general and robust in the face of nolse" and they "are inherenty parallel" " "Evolutionary algorithms are very simplified verstons of what goes on in nature, but they share the inherent parallelism of the natural process" $[8, p .218]$.

For Forsyth $[8, \mathrm{pp} .216-219]$ the essence of a genetic algorithm ts that "the expected number of "offspring" of a rule is proportional to the success of that rule in the task being learned." The author looks at genetic algorithms as an advanced form of the "Monte carlo' method. "Using the basic Monte Garlo approach, a computer simply generates potential solutions, evaluates them and retains the one with the highest soore. The longer the system runs, the greater the probability that it will find a solution within a preset distance from the optimum" [8, p.216]

Forsyth states that genetic algorithms "take the Monte carlo idea one stage further by maintaining a population of potential solutions and blasing the search for new candidate solutions towards regions of the search space that have proved successful in past trials" $[8, p .216]$.

### 6.4. An inductive learning algorithm for HTHYPO

The algorithm developed for creating a distinction-oriented representation for the HIHYPO system uses a number of ideas mentioned in the last sections and applies them (and other ldeas) to the spectal problem.
"The cholce of representation for encoding a system"s knowledge is at least as important as the detalls of the learning algorithm it uses. ... It is also very convenient if the representation for the input data is the same as that for the descriptions (or rules)..." [8, p.198]. The choice about the knowledge representation for HICLASS as well as for HIHYPO has already been made: sets as described in 3.1 .3 . The attempt of bullding a distinction-oriented class description will be based on the same representation; the "system is said to employ the 'single representation trick" [8, p.198].

An important fact is that the worldview of an HIHYPO system is somewhat limited (preenumerated solutions, attributes and values). Therefore the algorithm starts generating all possible descriptions and crossing off those that do not apply to the training data (the resemblance to the Sieve of Eratosthenes). The number of possible descriptions is likely to produce a combinatorial explosion; within the limits of a practical HIHYpO implementation though (something like maximal 13 attributes and maximal 26 values per attribute) it is still possible to deal with the problem.

Example:
Training data:

| type | size | Tocation | creature | weight |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| cetacea | 25 ft | at sea | Whate | 1.0 | (t) |
| cetacea | 29 ${ }^{\text {Pt }}$ | near coast | whate | 0.8 | (t2) |
| fish | t pt. | near cosst | salmon | +1.0 | (t3) |
| fish | 1 Pt. | at see | samon | 0.0 | (t) ${ }^{\text {c }}$ |

Desired result:

| type | size | Tocation | creature | weight |
| :--- | :--- | :--- | :--- | :--- |
| * | w | atsea | whale | 1.0 |
| cetacea | $*$ | near coast | whale | 0.8 |
| fish | $*$ | near coast samon | 1.0 |  |

Attribute sets:

```
type ={cetacea, fish}
size = {25 点, , 1 ft.}
location = {at sea, near comst}
claes = {whale\rangle (c1)
class 2 = <ammon> (c%)
```

A recursive algorithm generates descriptions，checks them against the training data and stores the descriptions that apply without contradictions supplemented by attributes showing the amount of reduction which could be achieved using this description，the class this description belongs to and the weight it carries．Contradictions to be checked are the following：
a）a description is true for several classes and the maximal combined weight of instances is greater than 1.0
b）a description is true for instances of one class carrying different weights
c）a description is true for a negative example for a class

For the example the generated descriptions and the result of the contradiction check would be the following：


Descriptions still valid：
the second set has to be read as：
fresult，weight，number of examples subetituted）

| di | $=$ Tcetacea | 25 pt | t．，at seat | tci，i，0，is |
| :---: | :---: | :---: | :---: | :---: |
| d2 | ＝Icetacea | $=25$ 崖 | t．\％near coast | \｛ct，0，9，1\} |
| ds | ＝Scetacea | ＊ | ，at sea | 10t，1．0，13 |
| d4 | －Scetacea | ＊ | ，nesar coast | \｛ct：0．9，en |
| 45 | ＝Sptsh | $t$ tot | t． t near coast | 102，1．0，1） |
| de |  | ＊ | ，near coast | （ce，1．0，1\％ |
| d 7 | $=1 *$ | 25 ¢ | t．，at sea | （ct，1．0，咅 |
|  | $=1$ 类 | ， 25 ¢ | t．${ }^{\text {e }}$ near coaety | ［ct，0．9，11 |
|  | ＝\％类 | \％ft | t．，near coast | ［ck，1，0，11 |
| dlo | －\％类 | ＊ | at sea | fot， $1.0,1 /$ |

For each class, descriptions have to be found that are maximal general. The criterion for "maximal general" is the minimum number of values different than "*" The algorithm performs the following loop:

```
for each class do begin
    repeat
            look for maximal general description
            check if description is already covered by result set
            If not then append this description to the result set
            delete this description in the description set
        until there are no more descriptions for the class
end
```

For the example of c2 (<salmon>) the sequence of action is the following:

```
Description set (0):
```



```
dz = {fish ; % , near coset} {c2, 1.0, t)
ds = { , ipt, neam coast} {c, 1,0, 1}
Result set (R):
m= & % * ; at sea ; Whale ; i.0. If
r2 = {cetacea, * , neam coast, whate , 0.9, t}
Look for maximal general cescmiption
d2 = ffish , w , near coast} {cz, t.0, 1}
Descmiption already covered by result set? mo
Append to result set
m1 = * * * , at sea ; Whale ; %,0, 1}
r2 =icetacea, * , near coast; whale ; 0.s, 1}
rg = ffish , * , near coast, salmon, t.0, it
Delete in description set
```



```
d2 = % , , |t, near coast} {cz, 1.0, 1}
Look for maximal general description
dz = { * , f ft, ; near coast} {cz, 1.0, 1}
Description already covered by result set? ves
Delete in description set
df ={fish : , ft, , near coast}{cz, 1.0, 1}
Look for maximal general description
dy = {fish , 1 ft. , near coast} {cz, l.0, i}
```

```
Descmiption already covered by result set? ves
```

Delete in description set

Result:

$r 3=\left\{\begin{array}{l}\text { Hish } \\ 3\end{array}\right.$, near coast, samon; 1.0, i\}

The oriterion for the deciston "Description already covered by result?" is the following:


```
then included:=%alse
```

Using this criterion we achieve a minimal set of results.
Changing the criterion to

then included:=false
the description

$$
d 2=\{\text { w }, 1 \text { ft. , near coast }\} \text { \{o, } 1.0, \text { it }
$$

would have been valid, thus the result set would have been

$$
\begin{aligned}
& r t=\left\{\text {, } \quad \text {, }{ }^{*} \text {, at sea , whale, } 1.0,1\right\} \\
& r_{2}=\text { (cetacea , } * \text {, near coast, whale } 0.9,1 \text { ) } \\
& r 3=\text { fith } \quad \text {, } 4=\text { near coast, salmon, } 1.0,1 \text {, }
\end{aligned}
$$

Which is a proper; but not minimal result set.

The check if a description is already included in another description could have been made while checking the descriptions against the examples: we simply would have performed another check against the already defined descriptions. That this was not done is due to the attempt to maintain a simple logical flow of the algorithm.

The algorthm works properly for all training data sets checked so far. The combinatorial explosion problem is limited by limiting the number of possible combinations. It is not a perfect algorithm for applications with a higher amount of attributes or values; within the context of HIHYPO though it is a useful approach. Noise in the training data sets causes trouble, thus the algorithm works perfectly only with an idealized, noisefree training set.

The example given in $[10, p .447]$ could properly be solved by the algorithm:

| Out100k | Temperature | Humbley | Whindy | Clase |
| :---: | :---: | :---: | :---: | :---: |
| sumy | hot | nign | False | \#1 |
| sunny | hot | nigh | true | $N$ |
| ovencast | hot | high | false | $p$ |
| rain | mild | nigh | fatse | $p$ |
| ran | cool | normal | faise | P |
| rain | cool | normal | true | H |
| overcast | cool | normal | true | $p$ |
| sunny | mild | high | fatse | $N$ |
| summy | cool | norme | Tales | $\rho$ |
| Pran | mild | normal | false | $p$ |
| sumy | mild | normel | true | $p$ |
| overcast | m m 7 l | high | true | $p$ |
| overcast | not | normay | fatue | $p$ |
| rath | mila | high | true | $\cdots$ |

A generalization of the class $P$ ( $N$ denoting negative examples for $P$ ) is given with:

```
p = [outlook=ovarcast] or
    [(outlook=sunny)and(humidity=normal)] or
    [(outlook=rain)and(windy=false)]
```


## 7. Conclusions

An expert system shell solving the generic task of hierarchical classification has been created. Crucial aspects have been challenged from both a theoretical and an implementational point of view. Issues of knowledge representations, control strategies, inductive learning, ways of handling uncertainty, ambiguity, and contradictions, and more have been covered. Additionally, the development of a hierarchical hypothesis matcher has been proposed. A special algorithm for inductive learning has been developed and implemented.

The main goals of the research could successfully be achieved. The next logical steps would be to
perform a complexity study
implement the proposed but yet not integrated features of HICLASS

- improve the HICLASS system as described in 4.2.2.
expand the research on learning, explaining the reasoning process, and concluding facts
- implement HIHYPO, a hierarchical hypothesis matcher design a complex problem solver combining HICLASS and HIHYPO

Ultimately, the system could be perfected to market it.
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## 0. Introductory comments

"Systematic software development practices are applicable to virtually any class of computer-based systems which will have a lifetime considerably longer than its development time and which requires more than a single person to carry out the design and development" [13, p.27]. The following discussion will be concerned about systematic software development methodologies. The traditional software life cycle with its several stages w111 be introduced. The object-oriented software development methodology W 111 be covered. Due to the fact that the HICLASS system has been developed by 'a single person', the features of the life cycles concerned about management and communication during the development of the system will not be addressed in detail. The discussion below will mainly be focused on the methods and techniques which had to be considered and/or which have actually been applied while developing HICLASS. It should be understood that this is not a complete overview about all software engineering methodologies and concepts, but a selection of issues important within the scope of the HICLASS project. Finally, a brief discussion will show which methodologies have actually been used to create the HICLASS system.

## 1. The traditional software life cycle

Back in the 1960s, "every piece of software for every information system was a 'custom design', with no consistent pattern to follow and little experience from previous efforts" [13, p.25]. There was no systematic approach to system design and development. This was one of the reasons for research on Software Engineering with the idea to apply an "engineeringlike form of discipline" to building software systems. A number of concepts were developed including top-down design, modularity and structured programming. One of the most important steps though was the development of a software life cycle, with which it became possible to merge techniques for software production with adequate management techniques. Several stages of software development are defined within the framework of the life cycle including requirements analysis and definition, design and maintenance. Aspects of management and communication play an important role throughout the whole process serving to "tie the stages together and provide the organizational environment in which the technical procedures can be made effective" [13, p.26].
"Ideally, we would like to derive our programs from a statement of requirements in the same sense that theorems are derived from axioms in a published proof", but "we will never find a process that allows us to design software in a perfectly rational way." [8, p.251]. There are a number of reasons for that. Users might not be able to exactly specify their needs, many details become clear during the implementation, projects are subject to change due to external reasons, errors will occur, parts of the software might be shared with other projects and therefore not be the ideal software for the current project, and so on. Parnas/clements [8] suggest that nevertheless an ideal process should be assumed, and that documentation should be produced that makes it appear as if the software was designed in an ideal manner. They talk about "faking a rational design process".

The traditional description of the software life cycle is based on the "waterfall" model. It "attempts to discretize the identifiable activities within the software development process as a linear series of actions, each of which must be completed before the next is commenced" [5, p.143]. There are several levels of detall with which the model is described. At the most general level there are three phases defined [5]:
analysis
design
construction/implementation
During the analysis phase, the needs of the user are analyzed and a feasibility study is done. The design phase includes various concepts of design (system and program design). In the last phase of the model, programs are written and tested, the system is delivered and maintained.

Several authors use different approaches to subdivide the three phases $[5,9]$ : these approaches only differ in the level of detall. The following description is used in [5].

```
- user requirements analysis
- user requirements specification
software requirements specification
logical design (system design)
physical design (program design)
- implementation/coding
program testing: untts
program testing: systems
program use
software maintenance
```

The first two stages try to answer a WHAT-question; the attempt is to identify the problem. Starting with the software requirements specification, the question How is beginning to be answered, moving the process towards a solution. "The design stage is perhaps the most loosely defined since it is a phase of progressive decomposition toward more and more detall and is essentially a creative, not a mechanistic, process" [5, p.144].

There are several problems with a traditional approach using the classical Tife cycle. These problems include that there is "no tteration, no emphesis on reuse and no unifying model to integrate the phases" [6, p. 40]. Alternative models like the spiral and fountain model (as described in section 6.3 ) have been developed to overcome these problems. And, as described above, the ideal process can be "faked" "While for instance repeating some steps, and performing an tteration back to a previous stage.

## 2. Characteristics of good design

There is no method developed for software design which can claim to be completely systematic. Method-independent guidelines have emerged to supplement the design methods in providing guidance during the process of design, and to allow judgments on the quality of the designed software [2]. The characteristics of a good software design discussed below center around the idea of modularity. The discussion is based on $[2,9,12,13,16]$.

### 2.1. Modularity

Modularization can be defined as dividing a program into parts on some systematic basis. A module is "a functional entity with a well-defined set of inputs and outputs. ... A module is well-defined if all inputs to the module are essential to the function of the module and all outputs are produced by some action of the module" [9, p. 140]. "The term module is used to refer to a set of one or more contiguous program statements having a name by which other parts of the system can invoke it and preferably having its own distinct set of variable names" [12, p.244]. When each activity of the system is performed by exactly one module, the system is said to be modular.

There are different points of view on how big a module should be. Some authors suggest that a module should occupy no more than one page of text, others prefer even smaller modules (seven lines or less). The smaller the module, the higher is the number of modules, and so is the number of levels, which may result in more confusion. On the other hand, small modules are much easier to comprehend, since we only should look at one module at a time. One could also argue that small modules increase the overhead of subroutine linkage. "The question here is whether it is more important for a program to be easy to understand or whether it is more important for it to run quickly" [2, p.28]. One idea is to develop the software using small modules, and to rewrite particular procedures which are invoked frequently, although it is not very likely that the subroutine linkage has a big impact at all. Rather, it has been shown that about $50 \%$ of the execution time of a program is spent on executing about $10 \%$ of the code. Hence, it is important to optimize these parts of the code.

Modules with the same number of program lines can have a different complexity, One among many attempts to measure complexity is McCabe's cyclomatic complexity. McCabe asserts that complexity depends on the decision structure of the program. If the cyclomatic complexity of a particular module, derived by counting the number of predicates and adding one, is greater than ten, then it is too complex. Criticisms of this method include that the measure ignores, for example, references to data. [2, pp.30-31]

### 2.2. Levels of abstraction, Information hiding

Usually, the modules at one level refine those in the level above; the top level is the most abstract one. The modules are arranged in levels of abstraction. High-level modules give the opportunity to view the problem as a whole, while hiding the details of the functional components.

A similar idea is that modules could hide the internal details and processing from one another. Information hiding, or encapsulation, suggests that for each data structure the structure itself, the statements that access the structure and the statements that modify it should be part of a single module [2, p.32]. The encapsulated data cannot be accessed directly, only via one of the procedures associated with the data. This principle supports an easy changeability, independent development and better comprehensibility. The concept of information hiding is one of the underlying principles of object-oriented design.

### 2.3. Coupling

Independence between modules is desirable because it is easier to understand a module if its function is not tied to others, and it is easier to modify an independent module. Additionally, the spread of damage may be 1 imited , if an error occurs in one module. Two criterias have been developed to measure the degree of module independence: coupling and cohesion. The goal is to create modules in a way that there is a minimum of interaction between modules (low coupling) and a high degree of interaction within a module (high cohesion).

Coupling measures how much modules depend on each other. Highly coupled modules are very dependent on each other, loosely coupled modules have some independence, whereas uncoupled modules have no interconnection at a11. Coupling depends on several things [9, pp.143-145]:

> - The references made from one module to another.
> The amount of data passed from one module to another.
> The amount of control one module has over another.
> The degree of complexity in the interface between modules.

Coupling represents a range of dependence, some types of coupling are less desirable than others. Content coupling is the least desirable. It occurs when one module actually modifies another. This might occur when one module modifies an internal data item in another module Cor even worse, when the code of the other module is altered), or when a module branches into the middle of another module (also referred to as "entering at the side door").

Common coupling appears when data items are put in a global or common data area to which two or more modules have access to. A number of problems arise doing so. Adding new data to the shared data may cause a name clash
with an existing local data item within one of the involved modules. In order to understand an individual module it is necessary to understand all of the shared data. Additionally, it can be difficult to determine which module is responsible for having set a variable to a particular value.

Control coupling between two modules appears when one module passes flags (also called switches) to control the activity of another module. It is impossible for the controlled module to function without direction from the controlling one. In order to minimize control coupling, it should be tried to split a single multi-purpose module into several, each carrying out a single action.

A better way than passing a set of control flags and data ttems is to use a data structure to pass information from one module to another. The data structure allows an argument list to be used. Stamp coupling occurs when the data structure itself is passed, whereas data coupling is performed if only data are passed.

The most desirable coupling is achieved without any transfer of control between modules. One module passes a serial stream of data to another. The outputting module has no access to the data, once it has released them. This option though is not widely available in most programming systems.

### 2.4. Cohesion

The nature of the interactions within a module is described by cohesion. "The more cohesive a module, the more related are the internal parts of the module to each other and to the functionallty of the module" [9, p.1471. The goal is to make a module as cohesive as possible. Again, there are several types of cohesion, ranging from less to most desirable.

Coincidental conesion describes the fact that the parts of a module are completely unrelated to one another. With logical cohesion, several logically but not functionally related functions are placed in the same module. Temporal cohesion occurs, when a module performs a set of functions that are only related in time, such as initialization operations. A module is procedurally cohesive, if functions are grouped together in a module just to insure a certain order of performance. If functions acting on common data are grouped together in a module, this module is said to be communicationally cohesive. Sequential cohesion occurs, when the output from one part of the module is the input to the next part. The ideal type of cohesion is functional cohesion, in which every single operation in the module contributes towards the performance of a single well-defined task.

### 2.5. Control issues

Another aspect in measuring the quality of a piece of software is focused on the control of several modules by a single module. "Fan-in is the number of modules controlling a particular module, and fan-out is the number of modules controlled by a module" [9, p.150]. Modules with a low fan-out have to be preferred, because a high fan-out can indicate that a module is performing more than one function. It is often useful to create a set of utility modules which can be called from many other modules. These utility modules have a high fan-in. In general, the attempt is to create modules with a high fan-in and a low fan-out.

Another aspect is that modules should not effect other modules over which they have no control. "The scope of control of a module is that module plus all modules that are ultimately subordinate to that module.... The scope of effect of a decision is the set of all modules that contain some code whose execution is based upon the outcome of the decision" [12, p.2501. No module should be in the scope of effect if it is not in the scope of control.

Summarizing the above discussion, the characteristics of a good design are the following [9]:
low coupling of modules
highly cohesive modules
minimal number of modules with high fan-out scope of effect of a module limited to its scope of control

## 3. System design

This stage of the classical software life cycle is also be referred to as logical [5] or architectural [15] design. "A design is a determination of the modules and intermodular interfaces that satisfy a specified set of requirements" [9, p.140]. Various design alternatives are analyzed, and different solutions are evaluated according to the existing constraints, such as machine resources, development time or costs, and operational costs. In the system design, "the emphasis is on determining the structure of the system, decomposing the system into modules, and precisely specifying the interfaces between modules" [13, p.30-31]. Data items and structures are described in a relatively abstract way.

There are different ways of classifying techniques developed for the system design stage. Pfleeger [9] divides the approaches into decomposition and compostion, while Yau/Tsal [15] emphasize the distinction between process-oriented and data-oriented approaches. The latter definition will be used further on. Some of the methodologies described below are not 1 imited to an use for the system design stage, the attempt is to use one consistent approach throughout several stages of the life cycle.

### 3.1. Process-oriented design techniques

"The process-oriented design technique emphasizes the process of decomposition and structure in creating a software architecture" [15, p.714].

Important process-oriented design techniques are:

- modular programming
- functional decomposition
- data flow design methods
- data structure design methods HIPO

In the next sections, these techniques will be discussed in more detail.

### 3.1.1. Modular Programming

A complex system is divided into several parts, and each of the modules only performs a single function. The module size is small to allow an efficient testing. Following coding and test of single modules, they are integrated. Then, the whole system is tested. Advantages of this approach are that it is easier to write, test and maintain the programs. Most of the other methods desribed below use modular programming.

### 3.1.2. Functional Decomposition

Functional decomposition $[2,5,15]$ focuses on the functions that a program has to carry out. The system is viewed in terms of what it is intended to do. The technique is a top-down method; it starts with the overall task of the program. But it is also called stepwise refinement. At any stage of decomposition "the solution is expressed in terms of operations that are assumed to be available and provided by an abstract (or virtual) machine" $[2, p .46]$. "...each module is characterized by a designer's decision. Only certain information of this module is needed by other modules, and communications between modules are through well-defined interfaces." [15, p.7141. The method can also be viewed at as a variety of structured programming.

There are two basic approaches to functional decomposition - breadth first and depth first. Using a breadth first approach, the design is refined level-by-level, growing a tree structure. With depth first, the focus is directed on only one branch of the tree at a given time, developing the branches one after another. Design tools used for functional decomposition include data flow diagrams, data dictionaries and structure charts.

The functions of the system play a more important role than the data. The data structures are derived during the decomposition as they are needed, and when it becomes clear what needs to be done with them. Thus, the data are tailored to the operations. System developed this way are very likely to be unable to take new data structures or new functions into account.

Functional decomposition is very flexible and generally applicable. It is most useful though if the procedural steps of the desired system are clearly evident. The method "guides our thinking but allows us plenty of scope for creativity". It requires "significant creativity and judgement. to be employed" [2, p.50].

Disadvantages of the approach include that it is somewhat unpredictable and that it is hard to know, if the best possible design was created; in fact, it is complicated to choose between different designs. The method is not so well-defined as others. This might be on of the reasons that it has not been marketed yet.

### 3.1.3. Data Flow Design Methods

With a data flow design method, information flow is the driving force for the design process. Various mapping functions are used to transform information flow into software structure. The method suggests that software should be build from parallel programs, even if it is widely used for designing sequential programs.

Structured design $[2,12,13,15]$ was ariginally developed by constantine, and advanced by Yourdon and Myers. It has its origins in the era of modular programming, and it suggests a "definite procedure by which the structure of a large program or software system could be expressed in
terms of consistent modules" [2, p.81]. It tries to overcome the shortcomings of functional decomposition since it provides criteria to compare alternative designs, and to determine their relative qually. The method does not automatically lead to a unique, ideal solution. Alternative designs are possible.

In structured design, the data flow of a problem is mapped into its software structure using some design analysis technique. Some of the characteristics for a good design as discussed in section 2 of this paper, have their origins in the research for this methodology. One of the key issues is modularity, which is maimly measured in terms of cohesion and coupling. The "goal of structured design is to create system structures in which the modules have high cohesion and low coupling" [13, p.32]. The method is not very helpful in the detalled design and implementation stages.

In a data flow design, the flow of data and the transformation that will act upon these flows is examined. A vital step is to draw the data flow diagram with bubbles representing a "transformation that converts an input flow into an output flow". There is "no definite, systematic way" [2, p.741 of doing this. working in a non-parallel environment, the data flow diagram has to be transformed into a structure for a sequential program, since the bubbles can be seen as programs that input a serial stream of data from one bubble and output a serial stream to another. The end product of the method is the structure chart for the software showing the modules and the interaction between these modules.

Besides the fact that data flow design attempts to create a design with the best possible modularity, the method is based on the idea that most programs have a similar overall structure as shown in figure 3.1.3.1. "In general, a piece of software will require that several transformations are carried out on its input data streams and that, after the main processing, several transformations are carried out on its output data streams" [2, p.78].


Figure 3.1.3.1. Overall structure of most programs

Structured design is closely related to the Structured Analysis Design Technique, which is based on Structured Analysis. Structured Analysis "is a graphical language used for explicitly expressing hierarchical and functional relationships among any objects and activities" [15, p.714]. The Structured Analysis Design Technique includes management planning and configuration control procedures, and is most effective in the early and late stages of the software life cycle.
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The method starts with analyzing the structure of the data which needs to be processed. A data structure diagram is produced, organized in a hierarchical fashion. The structures avallable correspond to the
constructs of structured programming - sequence, selection, repetition. The data structure diagram is then transformed into a program structure
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 not necessarily the best design. The method is recognized as the most systematic design method currently avallable [2], and has therefore heavily been used. It is sald to be non-inspirational, rational,


### 3.1.4.2. Warnier's Methodology

The methodology developed by Warnier is very similar to Jacksons approach. Warnier though provides more detailed procedures to software design. Four kinds of design representation are used: data organization diagram, logical sequence diagram, instruction list, and pseudocode [15].

### 3.1.5. HIPO

HIPO (Hierarchical-Input-Output) [11,13,15] was developed by IBM primarily as a documentation aid. It consists of two basic components: "a hierarchy chart, which shows how each function is divided into subfunctions; and input-process-output charts which express each function in the hierarchy in terms of its input and output" [11]. The design process is an iterative top-down activity, modular decomposition is achieved; the hierarchy chart and the input-process-output charts are developed concurrently. HIPO has the "ability to represent the relationship between input/output data and software process" and the ability "to decompose a system in a hierarchical way without involving logic details" [15, p.715]. The technique can be used in system design as well as in program design, testing and maintenance. It is easy to learn and use and has widely been applied.

### 3.2. Data-oriented design techniques

"A data-oriented design technique emphasizes the data design components of a software system and the techniques for deriving the data design" [15, p.715]. Process-oriented design techniques are focused on the functional aspect of the problem. This is also true for the data structure design methods, which use the data structures to assist in the process. Dataoriented design techniques, on the other hand, favor the data and derive functionality to transform data. Yau/Tsai [15] discuss the object-oriented design technique as belonging to this category of methodologies. A different point of view is that the object-oriented method is more a blend of process- and data-oriented design techniques; it attempts to achieve a balance between both. The latter approach will be followed here, thus object-oriented design is understood as a third category. This can also be justifled by the fact that a completely different life cycle is used for the object-oriented case. One example of a data-oriented design is the conceptual database design methodology. This technique is related to the formal specification method, which describes how "programs can be buitt systematically from a formal specification of the data they deal with" [15, p.715]. Techniques of automated programming and the proof for correctness of a program can be developed based on formal specification. The conceptual database design methodology can "guide a designer in the process of translating data and requirements specifications into a database conceptual schema. [15, p.715]. The aim is to establish a unified conceptual model, such that the software design process is proceeding while building a data model.

## 4. Program design

This stage of the software life cycle is referred to as physica] [5], detailed $[13,15]$ or program $[2,9,16]$ design. "During detailed design, the emphasis is on the selection and evaluation of algorithms to carry out the logical steps specified for the individual modules" [13, p.31]. "Program design defines modules and intermodular interfaces so that each module of the system corresponds to a new set of modules containing program specifications" [9, p.185]. The specifications describe the input, output, and processing to be performed; they are technical and detailed, referencing specific data formats and describing the steps of the algorithms, In program design it is fine-tuned what should be done before it is considered how to do it. Modularity is a key factor in good program design; characteristics of a good design have been described in section 2. Well-known design tools are flowcharts, pseudocode and Nassi-Shneiderman charts $[9,15]$. There are basically three approaches to program design [16], which will be discussed below in more detail.

### 4.1. Top-down design

The first step in top-down design $[9,16]$ is a statement of the function of the program. The subfunctions are then identified in a recursive fashion, such that each of the subfunctions may be further subdivided until a level is reached where the parts are easily comprehended. Only data and control information and structures necessary for a particular module are defined, while details of the design at lower levels remain hidden. Top-down design (also referred to as functional decomposition) includes the strategies of stepuise refinement and transactional analysis.

With stepwise refinement, the decomposition stages are treated "as programs in successively lower level and more procedural programming languages" [16, p.72]. A pseudocode notation with structured programming control structures can be used. This pseudocode, also known as a program design language (PDL) may be viewed as a very-high-level programming language. There are formal PDLs, which impose a programming language-like syntax upon the user, and informal POLs. The POL is used to describe the interfaces between the given module and other modules, to give a brief statement of the function performed by the module, and to describe the logic used in realizing that function. There are several advantages of using a PDL compared to flowcharts, among others the fact that they are machine-processable. At each stage of the refinement process, detalls of the data manipulation are suppressed, and will be addressed later. Decisions regarding control structures though cannot be postponed. One advantage of stepwise refinement is that attention is focused on developing a correct program, not just on understanding the problem situation. A disadvantage is that later stages may uncover the need for structural changes, which might result in changes in earlier designs.

Transactional analysis is based on the analysis of data flow through the program. The processes that transmit and transform a single input element
are analyzed. The steps involved in identifying data streams and processes are similar to those followed in the data flow design methods for system destgn.

### 4.2. Nucleus extension

Rather than starting with the function of a program as a whole, the starting point in nucleus extension [16] is a collection of contributory functions. Two main strategies have been developed: Parnas" module specification and Jackson's hierarchical modular design.

The module spectfication strategy was developed as a means of providing bullding blocks for defining families of system programs. The strategy starts with identifying areas of design decision where there are competing solutions. These areas are isolated in separate modules. Some of the modules might be reused in other programs or systems, whereas others are spectfic to the program spectfications. The decisions are further broken down into parts identifying lower-level decision areas. Arter algorithms, data structures, and access modes have been selected, the flow of control is designed, and the modules are recombined.

With hierarchical modular design, program structure is based on the structure of the input and output data. The strategy works best with highly structured data, and it is based on hierarchical diagrams. Its phtlosophy is bastcally the same as described in 3.1.4.1. The input and output charts combine elements of logical structure with elements of physical structure, with major focus on a logical description of the data.

### 4.3. Bottom-up design

"Bottom-up destgn starts by identifying what might be called the utility functions needed by a program" [16, 0.89$]$. The utility modules are very low-level and they are generally useful, and might therefore be reused in other programs or systems. Once the low-level modules have been designed, they are used in the definition of higher-level functions. These modules in turn contribute to a higher level, and so on until the entire program design has been bullt. Since a utility function can be shared by several higher level functions, coupling among modules usually increases [9].

## 5. Implementation and Testing

In the traditional software life cycle, the phase of design is followed by implementation/coding, by a test of units, and then by a test of the whole system. All modules are designed and coded; the low-level components are tested first. Then, modules are combined into subsystems, which are tested again. And so on, until the complete system is bullt and tested. There are a couple of problems connected with this bottom-up approach [2]. A lot of time has to be spent on the construction of test data and test harnesses (programs to invoke a component under test), which are often simply thrown away. If there are errors concerning the integration of subsystems, the whole process of designing, coding and unit testing has to be repeated. Major flaws in the design of the whole system are not discovered until the very end, and there is no working system until the very last stage.

An alternative approach is top-down development [2,13]. It can be seen as a blend of the different stages mentioned above. The process proceeds from high-level components down. The high-level components are coded before lower levels are designed. Program stubs are designed to stand in for invoked but yet unwritten lower-level components. As necessary, test data are constructed. The system is assembled and tested. "Implementation proceeds by selecting lower-level components (formerly stubs) for design and coding and incorporation into the system" [2, p.198]. Some variations of the method seem to be necessary. "In practice some low-level components need to be designed, coded and tested at an early stage" [2, p.198]. On the other hand, it might be useful in some cases to first complete the design of the entire program before starting top-down coding and testing. And, some components are easier to test in isolation. There are a number of advantages of top-down development as described in [2]. Major flaws are detected at an early stage of the process. The reliability of software components (especially the high-level components) increases, since they are tested again and again. It is easier to locate a fault, since faults can be found in the single new component just added or in the interface with higher-level modules. It has been said that top-down development is well-suited to projects that are undertaken by a team of programmers. Studies show that coding takes up approximately $20 \%$ of developing time, while $50 \%$ of the development effort takes place after the code is written. Top-down development seems to be a way to change these proportions.

Another approach is to construct a prototype. Prototyping is a technique for requirements analysis. A prototype is a working version of a piece of software, constructed to identify the major characteristics of the system to be built. "The purpose is to aid the analysis and design stages of a project by enabling users to see very early what the system will do" [2, p.201]. The question arises if the prototype should simply be thrown away after serving this purpose, or if it should be tried to transform it into the final system, for instance while looking at the construction of the system as an optimization of the prototype (this approach is generally dangerous).

Yau/Tsai [15] list a number of useful guidelines for a good programming style:

> modularize the system strive for program readability
> avoid programming tricks restrict use of global data use data abstraction concepts minimize the number of paths through programs give preference to static data structures

Although a number of these guidelines might not be applicable under certain conditions (the last one, for instance, is not useful if the problem to be solved is very dynamic), these points are important for the support of not only testing and verification, but also for program maintenance. A decision has to be made concerning the program language in which the system should be implemented. Constraints for this choice include the availability of compilers, the compatibility with other subsystems, and the avallability of modules written for other systems which can be reused to reduce development time.

According to [13, p.38], testing "is a series of controlled experiments that seek to provide empirical evidence that a program behaves properly (and provides the desired results for broad classes of anticipated inputs)." Verification, on the other hand, can be "a formal, mathematical proof that the program is in conformity with its specifications" [13, p.38]. The cost of this kind of verification is quite high. There are other manual or automated verification and valldation techniques, including walkthroughs and inspections. A walkthrough is an organized but informal meeting at which a program is examined; the programmer presents his/her code and the documentation to a review team. Program inspection: on the other hand, is a formal review in which the review team checks the program against a prepared list of concerns.

There are several methods to perform a test [2]. With one method, a selection of input data values is devised, and the actual outcome is compared with the expected one. A better method would be to use all possible input values, and to check the outcome. Obviously this approach is very impracticable, because of the usually large number of possible values. The first two methods consider the program as a black box. It is better though to use knowledge about the internal structure of the program, constdering the program as a white box. One suggestion is to use test data that causes every path to be executed in all possible combinations. Again, this process is too lengthy. A more practicable approach is "to devise test data that causes execution of every program path (though not all combinations of paths), at least once in the testing" [2, p.195]. One might also view of testing as making sure to test the actions that a program takes in spectal cases.

Dijkstra stated that "testing can only show the presence of bugs, never their absence". Consequently, it might be more appropriate to look at a test that reveals no bugs as an unsuccessful test!
6. Object-oriented development

### 6.1. Introduction

In section 1 , some of the problems with a traditional software life cycle have been addressed. One most recent approach to overcome these (and other) problems is the use of an object-oriented paradigm. It is important to note that object-orientation is more than just another software development method or another programming style. The way of how systems are viewed is fundamentally different to other approaches. One way of explaining the distinction between the traditional and the object-oriented view is given in [7]. Traditionally, a project-based approach is used; the subject of discourse is the project, starting with a certain specification, and ending with a delivery of a program. With objectorientation, the subject of discourse is reusable components rather than individual projects.

Another way for a discrimination is to investigate what the basic focus of the methods is $[1,2,5,6]$. There are traditional methods focusing on the functional aspect of the system with minimal consideration given to data in earlier development stages. Other methods favor the data and derive functionality to transform data. "The object-oriented mindset allows a developer to see systems in terms of active components made up of data fused together with associated functionality" [1, p.3]. Process driven and data driven approaches place their emphasis on either processes or data. The object-oriented approach applies a world view based on active, interacting entlties, called objects, which encapsulate both data and procedures. These objects are grouped into classes. An inheritance relation is added to the traditional dependencies between data elements.

The goals of object-orientated development are not new, and so are many of the concepts used within this framework. The intent is to "simplify the generation of large, complex software systems, and to encourage the production of software that is modular, easily understood, reusable, and adaptable to change" $[2, p .122]$. The evolution of the object-ortented paradigm started with a purely procedural approach, and was enhanced by an object-based approach. Both of the "older" approaches basically utilize functional decomposition to develop the architecture of a system. The object-oriented approach though gives emphasis to data by utilizing the relationships between objects.

### 6.2. Basic concepts

There are a number of concepts crucial to an understanding of the objectoriented approach to software development. Most of the concepts are not new in a sense that they have exclusively been developed for this paradigm. "It is the blending of inheritance with the other... concepts in specific ways that characterizes object-oriented programming" [6, p.42]. The discussion will mainly be based on [1,2,6]. The concepts covered are objects, classes, inheritance, polymorphism, and message passing. Other concepts like composition and generic typing will not be discussed.

### 6.2.1. Objects

An object is a "thing" with an identity, with a state and a certain behavior. The behavior is defined by the services, or operations, it can perform. Some methods have to be defined to carry out these operations. objects have a boundary. They offer their services to other objects, clients in this case. A client requests the services of another object by sending it a message. Each object can be thought of as a small virtual processor whose behavior is defined by how it responds to receiving a message. The objects are independent, active agents. Meaning and behavior are internal to the objects.

### 6.2.2. classes

A class defines a set of possible objects. Its defintion describes the form and behavior of all objects of that class. There is an "is-a" relationship between an objects and its class, an object is an instance of its class. Therefore, a class defines the structure and function of a potentially infinite set of individual objects. Ideally, a class is an implementation of an abstract data type. Implementation details and all data of a class are private to this class, enforcing the principle of information-hiding; the boundary of the abstract data type is established. Two kinds of methods can be found in the public interface of such a class. There are functions that return meaningful abstractions about the state of an instance, and there are transformation procedures used to move an instance from one valid state to another. Other objects rely only on the interface of a class, independent of its implementation.

### 6.2.3. Inheritance

"Inheritance is a relation between classes that allows for the definition and implementation of one class to be based on that of other existing classes" [6, p.43]. Once the base class is understood, there is only the need to understand how a derived class differs from the more general base class, since derived classes are described only in terms of these differences. Inheritance supports reuse across systems and it directly facilitates extensibility within a given system. It minimizes the amount
of new code needed when adding additional features. Given a derived class $Y$ and a base class $X$, $Y$ has a derived and an incremental part. The derived part is inherited from $X$, whereas the incremental part is the new code, especially written for $Y$. class $Y$ now has all the features of $X$. $Y$ is an $X$, but is it more than an $X[6]$.

### 6.2.4. Polymorphism

The term polymorphism in general means the ablitty to take more than one form. A polymorphic reference in the context of object-oriented languages is one that can refer to instances of more than one class. The idea of polymorphism is coupled with the nature of inheritance. If "Y inherits from $X, Y$ is an $X$, and therefore anywhere that an instance of $X$ is expected, an instance of $Y$ is allowed" [6, p.45]. There are several forms of polymorphism, the one used above is referred to as inclusion polymorphism. Other forms are parametric polymorphism (procedures work uniformly for a range of types), overloading (a single operator or function name may be applied to multiple types), and coercion (values of different types are used in the same expression) [1].

### 0.2.5. Message passing

As stated earlier, an object requests the services of another object by sending it a message. The service corresponds to an internal method of the called object. Message passing is different to simple function calls, Which are resolved at link time. A message is a request for action, not a function call. It might happen that the code associated with a call is not known until the moment of the call at runtime, and tt may be the case that one of several different responses are possible. "The process of determining which of the possible responses is appropriate then finally invoking the appropriate function is called dynamic binding" [1, p.10]. Dynamic binding is associated with polymorphism and inheritance. A procedure call associated with a polymorphic reference may depend on the dynamic type of that reference, and dynamic binding is only required in the presence of inheritance.

### 6.3. Object-oriented software life cycle

Several authors identify the three traditional activities of analysis, design, and implementation within their description of an object-oriented software life cycle $[5,6]$. The main difference to traditional approaches is that the distinct boundartes between the phases are eliminated. This is based on the fact that the items of interest in each phase are the same. "Beginning in the requirements phase, objects are identified. By developing specifications of the entities found in the problem domain a clear and well-organized statement of the problem is actually built into the application. These objects form a high-level layer of definitions that are written in the terminology of the problem domain. During the refinement of the defintions and the implementation of the application entries, other entities, or classes, are identified.... In one phase the analyst identifies problem domain objects while in the next phase, the designer specifies additional objects necessary for a specific computerbased solution. The design process is repeated for these implementationlevel objects" [6, p.48].

The object-oriented development process is iterative. HendersonSellers/Edwards [5] therefore replace the waterfall model by the fountain model. The fountain model represents both iteration and overlap. The starting point is the requirements analysis and specification, following stages include system design, program design, coding, unit testing, system testing and program use. The life cycle "grows upward to a pinnacle of software use, falling only in terms of necessary maintenance. This effectively reverts the stage of the cycle to a lower level" [5, p. 151]. or as stated in [6, p.41]: "Development reaches a high level only to fall back to a previous level to begin the climb once again".

There are two separate components in object-oriented design, class design and application design. Each identified entity leads to a class description. Once these descriptions have been developed, the application can be designed while connecting instances of the classes. The pattern of interaction between these instances provides the structure of the application. The development of an object-oriented application is a blend of class description and application configuration. "... since an objectoriented program will be developed essentially as an interacting system of classes (...), the stages of the life cycle model can be applied more accurately to the development cycle of each individual class rather than the system as a whole" [5, p.152]. A special life cycle for a tightly related group of classes, or cluster, has been developed. The cluster model $[5,7]$ has three phases: 1) specification, 2) design and implementation, and 3) validation and generalization. The cluster model is significant as a branch of the systems specification in the software life cycle.

Besides the fact that special object-oriented software life cycles are developed, other authors argue that the object-oriented paradigm can be used with traditional life cycles, serving as a consistent underlying theme, and preserving a higher conceptual integrity throughout the development process.

### 6.4. Some advantages of object-orientation

There are a number of advantages one can gain while applying objectoriented thinking and methods [1,6]. The special paradigm provides natural support for decomposing a system into modules, classes in this case. Information hiding is supported through the separation of the class interface and the class implementation. Weak coupling and strong cohesion are other important results of object-oriented design. Easily extendable designs are produced, and reusability is strongly supported. The approach helps to control complexity, and it helps to preserve conceptual integrity in all aspects of software development.

## 7. The HICLASS project

The HICLASS system was developed by a one person team. Hence, management and communication problems could not arise. As a result of the theoretic development of the system's functions, some data structures as well as algorithms have been developed beforehand. Basically, the traditional software life cycle has been applied with modifications such as adding tteration and repeating some steps. In system design, a depth-first functional decomposition has been applied, with the modification of already having some data structures defined in advance. A top-down development as described in section 5 was used for the next stages of the life cycle. Testing was done using a white box approach, taking special care of special cases. Due to the dynamic nature of the problem, almost all data structures were developed in a dynamic way, which resulted among other things in numerous checkpoints to insure a safe execution of the program. Lots of thought was given to a practicable and easy-to-use user interface, achieved through the use of pull-down menus and spreadsheets. Global data has been defined, restricted though to variables needed by many modules of the system. The programming was done in TURBO PASCAL 6.0 (approximately 16.000 lines of source code). The decision to choose PASCAL was influenced by the fact that a number of utility toolboxes were available, and that the programer was most expertenced in this language.

The HICLASS system was divided into two major parts: HIEDIT, the table editor program, and HICLASS; the application program performing hierarchical classification based on tables chained together in a hierarchy. For a brief discussion of the software design process performed the focus will be on HIEDIT.

HIEDIT was developed in a modular fashion. Four different soreens have been identified, each of those performing spectal actions. The screens have been designed one after another, following a depth-first functional decompostion. Low-level modules like a library of basic utility functions and pull-down menu functions have been identified. These utility modules were designed, coded and tested at an early stage, using especially designed test harnesses and test data. Then; a top-down development strategy has been applied. The high-level components were coded before lower levels were designed. Program stubs were used to stand for invoked but yet unwritten lower-level components. Test data did not have to be constructed, since the flow of data in the system is very linear, and the output of one screen is the input for the next. Hence, if one soreen was coded, the data produced within this screen could be used as test data for the development of the next screen.

In figure 7.1., the root of the tree stands for the overall task of the system. The next level shows the two program which had to be devoloped. At the third level, the four screens of HIEDIT are shown. In the implementation, the functions of each of those screens are grouped in a separate PASCAL unit. The next level shows the decomposition of the FILES screen. Each of the functions identified corresponds to a procedure/function implemented for this screen. The tree structure of figure 7.1. is not complete, it outlines the basic design of the system.

phgure 7. P. Parts of the functional decomposttion of the HIciASs project

The system is modular, it is built from well-defined modules. Appendix $c$ includes almost all modules designed for the project. Most modules are smaller than one page of text. The modules are arranged in levels of abstraction. Information hiding is realized to a high degree within the boundaries of units as well as single procedures and functions. Content coupling does not appear, whereas common coupling does because some vartables used by many modules are defined globally. Control coupling appears for some of the utility modules. Some modules use stamp coupling, whereas the majority of modules is data coupled. Coincidental cohesion does not appear. There is some logical, temporal, procedural, and communicational cohesion. Most of the modules though are either sequentially or functionally cohesive. The majority of modules has medium fan-in and fan-out. Utility modules though have a very high fan-in, and a low fan-out. Only some of the higher-level control modules have a high fan-out. The scope of effect of the modules is limited to the scope of control.

As the software life cycle needed to be chosen, some thought was given to a possible implementation using the object-oriented paradigm. And in fact, this would have been a fruitful idea only considering the amount of code written for the user interface with all its menus, message boxes, etc. and the implementation of a best-first search in HICLASS. But practical constraints prevented the use of the object-oriented methodology. Several toolboxes were already in place, and the programmer had little practical experience with an object-oriented language such as C+t, or the object-oriented features of TURBO PASCAL 6.0.
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## Appendix $C$

Modules

NOTE:
The HICLASS system was decomposed into two main programs (HIEDIT and HICLASS) , Both programs were further decomposed into PASCAL untts, each consisting of a number of modules. Additional utility units provide low-level functions used by the highermevel modules. This appendix lists almost all modules designed for the system. For the units, both the interface and the implementation parts are shown in the shape of constant, type, variable and module definttions. Nested module definttions are indicated as such. If a module definttion is declared in the interface definition of a unit, it is repeated only if there are nested modules within the particular module. For the utility units, only the interface definitions are included.
Table of contents
unt hiall ..... 3
program hiedtt ..... 7
untt hiedfile ..... 8
untt hieddef ..... 10
unit hiedex ..... 12
untt hiedspec ..... 14
program hiclass ..... 16
unit hiclfile ..... 17
untt hiclload ..... 18
unit hiclask ..... 19
unit hiclutil ..... 21
unit hiclread ..... 24
unit himenu ..... 25
unit hispread ..... 27
unit hieditor ..... 29
unit LSutil ..... 30
unit LShelpk ..... 32
untt hiall:


```
| *
* This unit is part of HIEDIT,HTOLASS (c) 1992 % * % % %
& Program author : Jens Waze!
{ * Programming environent : Turbo pascel %.0
&*
```



```
* Services : Daclarmtions for both systeme * * *
| Nessages and error messages * *
```




```
{ 㐘 Actions : Get catiling path 家 }
```


inter $\quad$ ace
uses crt, Tone ipk, isuti
const

| CMrahm | = Elack + İghtaray*to; | \{pult down menu colore\} |
| :---: | :---: | :---: |
| CMhead | = Black 4 Lightaray*16; |  |
| cmtext | = Black + Lightoray* 10 ; |  |
| Gmhigh | $=$ Slack ${ }^{\text {a }}$ Green* ${ }^{\text {as }}$ |  |
| chnotul | = Vellow + Lignthray*ib; |  |
| Chnotz | $=$ Yellow ${ }^{\text {S }}$ Green* ${ }^{\text {a }}$; |  |
| Drramm | = Black + Lightoray*ib; | Idtalos boxes coloret |
| DThead | = Black + Lightoray*16; |  |
| Drtext | $=$ Black + Lightaray*16; |  |
| omnigh | = Black + Greenty; |  |
| Exhead | $=$ 3lack + Lightoray ${ }^{\text {ata }}$; | \{HIEDIT example manu colors\} |
| Exheade | $=$ Vellow + Lightaray*18: |  |
| Exnum | = Black + Lightoray*16; |  |
| Extext | = Lightgray + 87ue*16; |  |
| Exhtgh | = Black + Magentawib; |  |
| Exmoye | = Black + Lightaray ${ }^{\text {a }}$; |  |
| Vaticam | = Black + Lighthray*i6; | \{HIEDT dest menu colorst |
| Valhead | = Slack + Hightoraymi6; |  |
| Veltext | ־ B7ack + Lightoray*16: |  |
| Valnigh | $=$ giack + Greentib: |  |
| Vatmum | - Black + Lightgray*16; |  |
| Velheade | = Black + Cyantib; |  |
| Qshad | $=$ Magente | Colors for question \% result |
| aranm | $=$ Elack + Lightoray*16; |  |
| Qnead | $=$ giack + Lightoraywi6; |  |
| Qtextn | $=$ Slack + Lightaray*ic; |  |
| Gtextu | $=$ slack + Green*16; |  |
| Qtexts | $=$ Yallow + Lightaray*io; |  |
| anove | = Flack + Magenta*16. |  |
| onum | - siack + Magentaw ${ }^{\text {ch }}$ |  |
| Surabm | $=$ Vellow + Plack 16 ; | Colore for History \% Conelude |
| Suhead | $=\mathrm{Vellow}+\mathrm{Blackc} 16$; |  |
| Sutex | - Yellow + Blackstio; |  |
| sunum | - Yellow + black*16; |  |
| Sumove | = Velton + Blackwib; |  |
| errcol | $=$ Vellow + Red* ${ }^{\text {c }}$ | Serror colors |
| hinteol | = Yellow ${ }^{\text {a Creencib }}$ | fhint celor) |

```
Framecol =" Black + Lightaray*ic: fbig frame cotor}
sframecol = White t Elue*l6; fsingle frame colorl
cframecol = Red + IIghtGray*|; Icontrov messages toph
backcol = Blue; {background of normel text?
textcoy = Vellow: {normat text?
flbackool = Lightoray; fbackgrounc of Fi message}
fiforecol = black; fforeground of fl message}
commol = Yellow * Black\b; fshort screen explanation,
kb_suff = =.HTT';
MPt_surf =',HTR";
Fv1e_tas = 'HTClASS (c)1992';
fflle suffix for table files?
{Editor settings}
{Editor settings} {maximal number o% text columns)
eh-20; Emaxtmal number of text rowsl
ep=20;
\text rows per peges
```



```
{HIEDTT settings}
abs_mex_attr = 13; {maximat number of attributes per table}
abs_max_val =25;
fmaxtmay number of values per attribute)
abs_max_ex =255: fmaximal number of examplest
type
attr_pointer = "man_ater:
val_pointer = "main_va!;
text pointer = malnmtext;
```



```
exlamm_pointer = maln_exlearm;
tabie_potneer = main_table;
nistory_potmter = ^main_htstory;
global_attr_pointer = Amain_global:
controlmpointer = Mmain_control:
restore_polnter = mmain_restor*:
num_ponnter = `marn_mum;
main_attr =record
                                    Uattribute\
                                    nane:string[s];
                                    text:text,pointer;
                                    askfiret:byte; ;omno tmaskfirst 2mno askforst}
                            max.velubyte:
                            va<uesival_pointer;
                            min_certibyte:
                            next:atwr_pointer
        end;
main_var = record
                                    Tvalue?
                                    name:string[9]:
                                    vext:string[74y;
                                    textres:text_polnter: fonly for values of RESULTY
                                    cert:byts;
                                    next:val_polnter;
                    end;
main_ex = record Jexample,
                            viarray[1..abs_max_attr+1} of byte;
                        next:ex_polnter:
            end;
main_exTearn = record flearned exampley
    If numeric then left interval Ifmit of uniques
    v:array[t.,abs_max_attr+2] of byte;
    Gif numeric right interval limit or 0: else of
    v!:arrayrl. abs max_attr-1 of byte;
    next:exlearm_pointer:
    end:
```

| main_text = | ```record Stext Formats anzherv:byte: text:array[f..eh] of string[eb]: herv:array[1.,max_hervor,i..5] of byte; end;``` |
| :---: | :---: |
| numeric_table | ```= record {supporting vable for numeric value handlag} max:byte; y:array[1.,abs_max_vall of byte; end;``` |
| natnonum | = arrayit. absmax_attroil of numeritentale; |
| main table |  |
| matrmastory | ```# record fsession reports table_name:string[91: table_questlon: string[9]; mhwer:stming[9]; certalnty:byte; mext:historymponter; end;``` |
| mainmalobel | ```= record {list of global attributes amo values} ettr:stryng[g]; value:stringeg: numval:byte; car:byte; next:global_attr_poincer end;``` |
| main_restore | ```= record Infst of answers For rectore} table_name:sming[g]; table_quegtion:strungl91; answer:strynglel; next:restore_pointer: end:``` |
| math_cmerol | ```= record {olobat control instancel table_name:stming[9]; {name of table} siblugs:boolean; {sibingss in hierarchy active} call_attriboclean: foalled from attributes call_res :boolean; Fcelved from result? calymable:stming!g]; {name of callumg tables solved:boolean; ftable solved completelyt cert:byte: fprior certainty for table\ noxt:controm_pointer; end:``` |

var
Pefinttons for HTGLASs,HTEDITS
he 1p_avaritboolean; cpath:string; apath:string;
6b_file:text;
kb_fllename string;
saved;boolean:
overwrite:boolean:
seve_request:boolean;
load_kb:boolean;
quit-total:boolem
\{help system available\}
(calling path,
lourrent path of current drivet
ifile holding a tables
fname or tables
\{file succesfully saved\}
fovernrite existring file?
f Seve current table or report?
Iload new table or repart
squit program)
\{Derinttions for HEEDIT\}
deletee:boolean;
first_attr:attripointer;
forst_exiex pointer; pirst_ex_dist:exlearn_pointer;
\{delate trems
start of attribute definitions?
fstart of examples\}
sstart of examples from distinction oriented leaming
first ex_norm:exiearn_pointer;
max_atct; Integer;
max_ex integer;
fatart of examples from non-distinction oriented learning\}
fnumber of attributes definety
fnumber of examples defined?
humber of rows from
distinction oriented iearning
fnumber of rows from
nonmdistinction oriented learming
fdistinction orientied learming?\}
fron-distinction oriented Teaming?\}
\{answer unknown allowed\}
\{answer not applicable allowed\}
predef hed onder
\{pavored local strategy?
$10=$ MONE
$1=$ MATCH
$2=$ LEFT TO RTOHT
$3=$ HEURUSTTO
fthreshold for uncerterinty)
(Interval size for numerit values)
\{lo. 501\% 0municue values?
\{shortcut in oontrol strategy\}
treshhold:byte;
interval:byte:
shortcut bootean:

Serinttions for HLCLASS

|  | [start of session report) |
| :---: | :---: |
| mex_history: integer; | \{number of history entries\} |
| Anterrupt_session boolean, | (interrupt current session\} |
| pirstaplobal_attr:global_attr_pointer: | \{Tet of global ettributes |
| first_controlicontrol_pointer; | (control Ifst) |
|  | \{wse advice poseible\} |
| rpt_file: | freport hllet |
| rpt-filename:string: | \{name of report filet |
| restore boolean; | Ianswers come from report flles |
| first restore:pestore pointer: | Pposition in restored |


Function messege(teltioyte):char:
f meads mhaters vo mespages

promedure erm (error_nemyte);

procecure init help;
Imantacitacherf systamb
(3) 16000, 150000,200000\%
program hiedit;


```
} 弯
```



```
(c) 1992
* procmam zuthor ; wens Haze?
```



```
| 㲾
```



Wat seremt ho: ipyts;
promedure bntm:


begin
int
screen_no: $=1$;
repeat
case screen_no of
1:screen_no: fitle_screen:
2: screen_no: wdef_screen;
3:sereen_no: $=8 x_{\text {s sereen; }}$
4;begin spec_screen; screen_no: wh; and;
end
untit soreen_nom:
Restorecontig:
clrser
end.
unit hiedfile；



```
* This untt fe part of HIEDIT (c) 1982 *)
```



```
* Programming anvironment ; Turbo Pascal 6.0 * *
} *
```



```
{ *ervices:Load a table *)
* Change the current directory & %
* start a new table 考 斻
```



```
* Leave temporarily For Dos * }
```




```
} Actions ; 考 ?
```



```
intersace
Usee crt, dos, Imutil,hill,hmenu,htspread,nieditor, nieddef,hiedex,hiedepec:
var file_menu_active:boolean;
Function file_screan;byte:
    fwreturne a if end of program
    | if definttion attribute screen is mext}
```


Implementarton
var ok, exit_iert, exit_right:boolean;
fita_serwen_pointer:polnter:
Punction get_flename (mode:byte): byte;
(-Ask user for filename, used in menu new and monu save\}

- -Returns 0 it fillename
1 if out of memory
2 if no filename?


Functron save_atrr:boolean;
\{-save attributes and values\}
function save_ex;boolean;
f-save examples
function save exlearn(which:byte) :boolean;
-seve learned examplest
procedure save table:
(-save the current table)
procedure init;
f-initiatize file screen
procedure init menu:
f-inttitize menu on pile screen
procedure fenum:
\{-provide context-sensitive help\}

```
procedure menu save:
{-inttiate saving the current table}
procedure dispose all:
f-dispose all act⿱ve menus and spreadsheets in systemf
mre-inttialize global variables}
procedure menu_dyr;
f-Mntrate loading a table from disky
procedure menu_chdir:
{-change the current path}
procedure menu_new;
f-starte a new table}
procedure menu_print;
{-point the contents of a table}
orocedure menu_export;
I-export the contents of a tables
procedure menu_es:
{-temporary exit to Dos}
procedure menu_guit;
{mintiace quitting the program?
```

unit hieddef:


```
G
* This untt is part of HMEOTT (c) 1992
* Progrem author : Jens Wazel # %
* Programming environment ; Turbo Pascal %.0 * )
* P O
* *
&
```



```
* Services : Edit abtributes and values * w
* (Add, Change, Move, Text, Delete) * %
```



```
( Mctione
*
```



```
#nterface
Uses crt,iow, lsutil,hiall,hmenu,htspread,hieditom,htedex;
var def_menu_actlve :boolean:
    def_screenmpointer:potnter;
runction def_sereensbyte;
    &meturns | if back to flle soreen
                                    3 if deflnttion value soreen fs next?
procmgume dispose_table;
    {-dispose al} atvmibutes and values?
```



```
implenentation
var ok,exit_left,exit_right,action:boolean;
    men preserve:LongTht;
procedure calc_mem:
(mblculate memory to be preserved for soreen}
procedure define_head:
f-defthe head\eta|nes of columns for spreadsheet menu)
procedure init_menu:
{-inftialize spreadshegt
function rb(mode:byte;var by:integer; vap stri:string):boolean;
f-load a string and convert ff necessary to valuef
(-retumes string (mode=0) on value (mode=1))
Functron losd_attw:boolean;
{-load all attributces and velues}
Function Toad_ex:boolean;
{m?oad examp{es}
function load_exleam(which:byte):boolean:
(-load leamed exmples)
pocedure loadmable;
{-load a table}
Punction get_attr_mame(var st:string;var akf:byte):byte;
(-get atcribute names
{returns 0 if no attribute wae defined i ctherwise}
procedure inltmattr;
f-inttia|lze attrimute}
```

```
procedure addmattr;
f-add an attributes
procedure change_attr;
{-change the name of an attribute)
procedure move_attr;
f-move ar attribute to another locations
procedure de"_attr:
f-delets an attmbute\
procedure text_attr;
f-text for attribute)
procedure dispose_table:
|maispose all attributes and values?
procedure init;
{-inttielize defintion sereen}
Function get_val_name(which_attr:byte;var at:string):byte;
I-get the name for a values
f-retumss o if no new value was defined i otherwise}
procedure move_val;
fmove a value to another locations
procedure add_val;
{-add a value For an attributes
    Function check_val:boolean;
    fmcheck if new value is ok}
procedure change_vel;
fmchange the name for a values
procedure del_val;
{-delete a value}
procecure text_val;
{=text for value?
```

unit hiedex；


```
* % % 紊 }
```



```
Gram author ; Jens-waze
* Pregramming environment : Turbo Pascat B.0
& %
```




```
* Services : Edit examples 考 }
* (Add, Change, Raplicate, Delete) * ?
```



```
* Notione :
* %
章 %
```



```
interPace
```

Uses cro, dos, isutil, hath, himan, hispread;
var ex menu_active iboolean:
ex screen pointer:pointer;
function ex screenibyte;
f-returne 2 if back to definttion sereen
4 if special screen is nexty
function attr_ued (which_attr:byte):boolean;
f-Test ft attribute is used in exampless
i-retums true if used)
Function val_used(which_attr, which_val:byte) boolean;
\{-Test if vaiue is used in examplest
\{-returns true if used\}
function num_val used(which_attr:byte):boolean;
toTest if humerical value is used in examplest
\{-returns true if used\}
procedure del_attr_used(which_attr:byte);
I Melete an attribute in all examples
procedure del_vai_used(which_ettr, which_val:byte);
\{-Defate a value in al examples\}
procedure reset_val_used(which_attr:byte);
f-Reset all values For an attribute in all examples?
procedure add_attr_ex(which_attr:byte);

- Add an attribute in all examples
procedure add_val_ex(which_attr,which_vatibytel:
$\{$-Add a value in a. 17 examples\}
procedure move_attr_ax(source, dest:byte);
fohove an attribute in fit examplest
procedure move_wa _ex(which_attr, source, dest:byte);
$\{$-Move a value in all examples\}
procedure dispose_ex;
i-bispose all examples
procedure updata_ex:
(mupdate example menut

3nelanertathon


procernie culcmen:
mbatcutate nenory co be preservad for soreent
procedure defthemead:
f-defthe headitnes of oolumns for spreadsheet menus


phomedute imit;
i-fnt example sereen
Function geturalue(name: vtring;ex-va:byte):byte;
[-get a value (numeric input))
Function select_vatuetwheh_ettr: intager;var ex value:bytel:bcotean:


Finction get_weight (which_attr:byte;van ex value:byte) botleah;

- -get weight For an examples
procedure thot ex:

procedure add $b x$;
f-ade an example\}
procedura change_ex(mhtm:byta);

procedure peplicate_ex;
f-rep incate an exampled
procedure del_sx(which:byte);

procedure check examples;
-     - heck exemples por consiscency


## unit hiedspec：



```
|
% *This unit fa part of HTEDIT (c) }199
& * Program author : Jens Wazel
* Programming environment :Turbo Pascal 6.0
[宗
```




```
* Services : Change a number of settinge for the table f
\ provide leamning features * *
```



```
f * Actions : 食}
```



```
fnterface
Useg crt,dos,Tsutit,htall,himenu,hispread;
var spec_menu_actyv iboolean;
    spec_menu_pos: integer:
    spec_sereen_pointer:pointer;
procedure spec_scrsen;
procedure dispose_ex_dist;
    {-pispose all distinction oriented examples}
```



```
implementation
type
    group_pointer = "main_group;
    man_group = record
                v;array[l, abs_max_attr|y of byte; {group contents}
                e:integer; {管 of examples for group}
                    next:group_pointer;
                    mnd;
var num: matn_numam;
    mem_rreserve: LongInt;
procedure learn_distinctionmoriented
    procecure check_For_numeric;
    {-detect numeric values in examples and store unique ones;
    Function make intte:boolean;
    {-initialize leamning process}
    function store_group:boolean;
    {-store a mew group}
    function cherk ex and butid group:boolean;
    t-check generateo group whth examples and bulld group if ok,
    Function make group(offset:byte):boolean;
    {-generate groups in a recursive fashion and oneck with examples?
    procedure bulld_new_examples;
    f-bulld a non-redundant set of distinction oriented exmmplesg
        procemure Iook_for_mex;
        }-check whith of the remaining groupg substitues the most examples:
```

```
        fumction check_m:boolean;
        &-check if succeding group is already included in new exampe sety
        function append_ex:boclean:
        {-appenc a new example to the distynction oriented example get?
    procedure dispose_groups;
    f-dropose al remaiming groups in the group set?
    procedure bulld_intervar:
    (wbu*ld intervals of numeric values)
procedure shom_ex_dist;
(show cistionctionmomiented examples)
    procedure define_head;
    fmderine attribute names for spreadsheet?
    procedure init_opread;
    f-inhtimlize spreadsheet;
procedure inite;
{-infty%ulize special screen}
procedure set_treshhold;
f-get threshold por uncertainty}
procedure get intervay;
f-get moemval range for numerle values;
procedure get strategy;
f-get local forward strategy to be usedy
procedure inft_spec_menu;
(-inttialize menu on special screen)
procedure learn_dist_main:
{-initiate distinctionmoriented learning}
```

```
{$M 40000,0,635360}
program hiclass:
```




```
**
```

**
Oram for hmotabs
Oram for hmotabs

* program author : Jens Wazel
* program author : Jens Wazel
* Programming environment ; Turbo Pascal 6.0 * b
* Programming environment ; Turbo Pascal 6.0 * b
* 

```
*
```




```
uses crt,dos, Tsuth, hiall,hichfile,hiclask,htollosd,htelutip;
yar gc:gma;
begin
    kb_filename:="*;
    rpt_filonme:=";
    gaved:=true:
    while File_screen do begin
        fust_global_attm:=n!t;
        Mrst_controf:=n音;
        advice_at_mlls=%alse
        Firstmistory:=nil;
        max_htstory:=0;
        meta('ROOT', kb_filename, lo, talse, fatse,ge);
        saved:=false;
        if (not (q0.ans in [0,255]))and(not advice_at_an) then err(25);
    end;
    qestoreConfig:
    clracr
end.
```

unit hicifile:


```
% % * ?
| * This unit is part of HTCLASS (c) 1992
& * Program author : Jens wazel
| Programming enwironment : Turbo Pascat 6.0
*
```



```
* Services : Loed a main rable \
* Change the curment directory
* Restore an interrupted seseion
* Save a report file
* Quit the program %
*
* Save a report file
```



```
* Aotions : w }
```



```
interpace
uses crt,dos,lsutil,hial?,hmenu,hiedttor,hiclload;
Tunction file_screeniboolean;
    fmetum= false if quit program, I otherwise)
```



```
amplementation
var ok,exit,qutt:boolean;
    file_screen_peinteripointer;
procedure init_menu;
(-3nityalize ments
procedurg menu_save:
(-intrinace saving raport pile)
procedure menu_ctr;
FWntciate faading a root table\
procedure menu_restore;
{-3nitiate restoring a former session}
procedure menu_chdir:
|-change the current path}
procedure menu_guit;
{-inttiate quitting the programs
```

unit hiclload;


```
f Thisunit 字
* This unit is part of HICLASS (c) 1992
* %
* Program author : Jens Wazel
* Programming envoronment : Turbo Pascel 0.0 * %
```




```
} Services : Load a table *
```



```
I Load a session report file * *
```



```
{ Actions ; *)
```



```
fnterface
uses cot,dos, lsutit,halt,hieditor:
Punction load_table(kb_name:string:var table:table_pointer):boolean;
    {-Load a table and store fn table record}
    f-Return true %% succesfuly
procedure seve_report;
    {-Save a report fle}
Function Ioadmeport:boclean;
    {Moad a reporct flle and store fn history}
    {-peturn true f succesfut}
implemertation
```



```
van mem_preserveslongrmt;
Function Toad_table;
    Punctlon ro(mode:byte:ver by:Integer;var stri;gering):boolean;
    |-load a string and convert ff mecessary to value}
    (-retums string (mode=0) or value (mode=t);
    Function Toad_attr:booleam;
    {-1oad all attributes and values)
    Punction Toad_ex:boolean;
    {-Toan examples}
procedure save_report:
    procedure propare:
    Fmprepare a string to be stored in report filel
function load_report;
    function rb(var stry:string):boolean;
    {-10ad a string}
    Function loadzent:boclean;
    {-load entries of restore file}
```


## unit hiclask;



```
* This unit fs part of HTOLHES (c) 4592
{ * Program author: Jens Wazel
*) * }
```



```
* * (%)
```



```
{ Seryices : Perrorm local control strategies * |
```



```
{ Actions : 考 }
```



```
interrace
uses crt,dos, lsutil, hiall, hoflread,hiclload,hiclutyp:
procedure meta(call_name,thame:string;cert,byte;calliboolean;sib:boolean:
    var gb:q_a);
    - -load nev table with thames
    {-apply metamules anc user's cholce to decfde about contrel strategy}
    {provice recults of table}
    {-wtth prior certa|nty cerv)
    {-if call then called from result else called from attribute}
    f-name of calling table: call_name}
```



```
    fans=0 if user wents to quit
    1..26 number of ancwers
    98 Unknown (no answer)
    95 Not applicable
    255 if memory problem
        numerlo = frue it mnswers are mumeric
        val = strings fon answer veluem
        num = numerlo answers
        cer = certainty for ancwor?
tmplementation
```




```
type stringe = string[g%;
procedure ask_user(table:table_ponter;question:byte;var qa:q_al;
mask question from sable and provide muswer valuesy
{-or Invoke other table co answer}
wor take answer from global list?
    procedure load_texts;
    {-Toed question and answer texts}
    procedure user, choice:
    {-gve selection to user and process ancwer}
    procedure update_global;
    f-adल answer to globat list}
    procedure add history;
    {-adel to nietory}
    procedure process_called_table;
    *-process input fron table called
    procedure check_restore:
    f-take answer From Gestore limt?
```

```
procedure Teft might (table:table_polnter:var qe:q_a):
-performs local strategy LEFT-T0-RICHT}
ans = 0 if User wants to gutt
    1..20 number of answers
    98 Unknowm (no answer)
    99 Wot applicable
    255 if memory problem
        numeric = true in answers are numeric
        vat = stringe for answer values
        mum = numeric enswers
        cer = centainty for mswers
procedure match(table:table_pontar;var ga:q_a):
{-performe loca? strategy MatCH}
tans = 0 if uger wants to guit
    1..26 number of answers
    98 Unknown (no answer)
    99 Not applicable
    255 咅 memory problem
        numeric = true it answers are mumeric
        val = stringe for answer values
        num = numeric answers
        cer = certaninty for answer:
procedure heuristic(table:table_pointer;var q&:q_a):
{-perfomm local strategy HEURISTIC}
fans = 0 ff user wants to quit
    4..26 number of ancwers
        ge Unknown (ne answer)
        ge Not applicable
        255 if memory problem
        numertc=true ff answers are numeric
        vet = stringe for answer values
        num = numertc answers
        cer = certamety for mowers
    Punction find_begt:byte;
    {-sind best question}
    ;-petumns mumber of question}
    {-0 f% no more guegtion can be selected}
```

procedure meta;
Punction add_control:boolean:
f-ads a new control pield
function update_controliboolean;
f-update controt fieldes
procedure intt control(which:byte);
(-tnits a new called tables
procedure call_tables;
f-invokes new tables from lett to right $\}$

## unit hiclutil：



```
&
* This untt is part of HICLASS (c) 1992 * * *
i Progran author : Jens Wazel 草 }
{ Programming environment : Turbo Pescal 6.0
* * 悉
```



```
{ 索 Services : Support local control strategies 责 }
```



```
| Rctione : 咅 }
```



```
interface
```



```
type q_a == record
                    ans:byte;
                    numerti:boolean;
                    valiarray[1., sbs_max_val! of string[gl;
                    numiarray[t.abs_max_vall or byte;
                            cer:array[s.abs_max_vall of byte:
        emd;
        Tholos snewers to a question after askmuser or ask tablej
```



```
            &.20 number of anowers
            98 Unknowh (no answer)
            gg Noz applicable
            255 ff memory problem
                numeric = true it answers are numeric
                val = stminge fon answer values
                num = numembo answers
                cer = eertainty for answer}
        Imultiple ancwers for interface control strategy - reduce table\
        mansi=array[l.,abs_max_attr*26] of string[9]; {answar value)
        menskarray[1..abs_max_attr*26 of byte; (numeric an*wer)
        mans3=array[t.,abs_max_attr*26] of byte; fouestion}
procedure dispose_garbage (table:twble_pointer);
    {-dispose all of the table content}
procedure show_results(table:table_pointer;var ga:qa{);
    fans =0 if user wants to quit
            1. .26 number of results
            98 Unknown (no result)
            99 Not applicable
            255 tr memory problem
                numertc = true ff mnswers are numenic
                val = strings for regult values
                num = numeric resulte
                cer = certainty for resultsy
procadure check_for_muneric(table:table_pointer);
    f-detects mumerle values for attributes
    *mand stomea them in ascending order Por later use}
funckion update_history(table:table_ponter:
```



```
    f-adds new information to the history)
procebure show_history;
    {-shows the complete histpry of the cumrent session}
```

```
procedure check_global(table:table_pointer;p:attr_pointer:var cg:ama);
    {-search for answer to a question in global list}
    [-retums ga with ans=254 if not found]
function acd_global(attr,value:string;numva!,cert:byte);boolean;
    f-adds the value for a global attribute to the global ist?
    f-returms false if memory problem. true othermise}
Tunchton check_unique_values(table:table_pointer;question:byte) :boelean;
    f-check if there is only m ungue value lett for current question)
function oneck_unique_result(table:table_pomter):boolean;
    f-check if there is a un|que result left}
Punction check table solved(table:table pointer):boolean;
    f-mbeck it only one result with one welght (if ehortcut) left?
procedure delete_nonvalic_values(table:table_pointer);
    {-Deletas values not valid anymore}
    f-Update examples accordingly)
function reduce_table(table:table pointer;max,question:byte,mumer:bnolean;
vatue mans!;紋val:mang2;ques:mans3):boolean;
    f-mreduce the table according wo the result or a guestion)
    f-weturn true tp table is solved, Palse otherwisel
procedure in|t_screen(table:table_ponnter);
    {-Inttialize the scraen}
procedume dfspose_lists;
    {-Dispose all Control lisks}
Mmplementetion
```



```
procedure conclude(table:table_pointer):
(-concludes other values of the results)
    procedure find_ex;
    f-finc corresponding sxample of original table}
    procedure add_val;
    (-add velues of attributes)
    procedure add_result;
    {-add resute}
procedure show_mesults;
    procedure update_num;
    f-update nuneric fields for resulty
    procedure make_certa|nty(table:tabla potnter);
    {make certa|ny calculation for resulte}
        function mumsbyte:
        {*Find minfmum certainty for example values}
procedure recuce_result(table:twhis,pointer);
{meduce recult set for certainty=0}
procedure update result history;
{-update history for resules}
Functrom check textiboolean:
{mchek 労 recult texts should be given}
```

```
    procedure chack and replace_dollar(var st:string;hht,pos:byte);
    fmeds certalnty values to the next if necessary,
    procedure add_result textt;
    {-add result texts to reader not numeric}
    procedure add_result_text2;
    {-add result texts to reader numerio}
    procedure bu\ldmresult;
    *-bu!ld result set?
procedure delete_nonvalid_values:
    punction check_sx(question,value:byte);boolean;
    {moneck it value is still valid in examples}
    {oneturns true if value is stryil in use}
Functron reduce table:
procedure recuce_table_mumeric;
{bulld value ranges for numeric values in examples}
{-delece examples wtth a range not appropriate for answerf
```

untt hictread;

interface

```
Uses crtsLsutil:
```


Ways bo exit menu selection\}

```
var readexitiaxteread; {way of exit readery
    readpos:integer: {selected position in readery
    readval:byte: (numeric value returned)
```

function install_rad
(var hame:pointer;
Guentipier retumed
xpos a byte;
ypos:byte;
raw!byte
widthib;te;
headtine: string
):boolean; PRetums thue if successful\}
(-Allocate and initialize, but do not display, a new reader)
procedure Insta!l_read_cor
(name:pointer:
backibyte: \{olor of shadout
Frame:byte; $\quad$ Color of Frame\}
ntex :byte; $\{\mathrm{Color}$ of normal text rove\}
textibyte; foolor of unselected row
highlight:byte; foolor of selected rowh
pgibyte; fColor of bgup...
numbeol:byte; (Color of numbering)
headibyte): fColor of headline
\&-Dethe the colors for a menul
procedure add_row read(nane:pointer; rext:string;melect, rrow: integer):
\{-Add a row to reader identified by name at row rrow\}
f-if rselectal then row is selectable, else rselectmot
( -1 res rect=2 then numerio value is neaded\}
$\{-1$ 营 rrow=0 then append row
procedure delete_read_rom screen(name:pointer);
[-Dispose heap space for window
procedura delece read from_memopy (name:pointar);
f-Dispose sll of reader heap space?
procedure reset_reader(name:pointer);
f-Danctivate reader, arase rons, leave reader on screent
function showread
(nane:pointer:
shadowed:boclean delaftershow:boolean ): voolean:
\{true if a shadow is wished\}
f-bisplay reader, let user browse tt tif provided, return readpos and way of exit?

## unit himenu;



## Anteremea

usem crtineutul hinntr;
 fways to exit menu selection)
 menumes:byte;

Why on exth menul
iselected position in nenul

Function thetan menu Gar name:pointer: xpos:byte: ypos: byte:
 @cibyte; inumber op celumns? widbly byte: dyna:boctean:

hxpe复: byte;
hypos:byte:
 hlengthmo $\rightarrow$ ho helptrems at atit
 [-Aluocte anc inttiantze, but do mot displey, a new pulpovn menut
procecure ingtelt menu-cos
(nene:poshter :
Dack:byta; foubr of shadowh
Freme:byte: $\operatorname{Colof}$ op mbund
textibyte; Colot ot unselected ikemb
hrightightyyee; Color of selected itent
pgibyte;
head:byte;
nलकाon:byte:
hotcotomibyte: tcount of hotkey uncetecked
hotcolonz:Dytels $\quad$ GCTor op hotkey selectedt

- Destine the colors fer a memul



( $-\frac{1}{3}$ posithonm then ado et enty
procedure move t tem(name:pornter; sotuck, dest; byte);
incve an them from pestiton source to cest withan the menus



```
procedure change_item(name:pointer initem,helpitem:sthingiposition:byte);
    f-Change the content of an. itemy
procecure reset monu(name:ponntem:reset pos:boolean);
    -Daactivate menu, erase ftems, leave menu on screan}
    I-f reset,pos then set position=l elee leave old position alonel
procedure reset_headline(name:pointer;headinne; stming);
    f-Enter new headline for menu, used in conjunotion with reset menu;
    / Order: meset_menu -> reset_head|ne m showmenus
procedure delete_menu_from_screen(name:pointer);
    f-Dispose heap space for whndow)
procedure delete_menu_trm_memory(name:pointer);
    {-Dispose alT of menu heap space}
function showmenu
    (name pointer:
    Shadoued:boolean; {true if a shadow fs mished}
    deleftershowiboolean {true ff monu should be erased arter selectiony
    ),boolean:
    ketum trie {音 succesful$
    f-Display menu systam, let user browse it, return menupos and way of gxity
procedure reset screen saver:
    |-Start scrgen gaver watting time}
procedure set_soreen_saver_time(time: moteger);
    {-Set time screen saver wabse (in seconde)!
procedure set screan_saver(onotf:byte);
    {-Enable or disable screan saver?
procedure screen_saver,
    &-Counting loop for soreen saver and perPommances
```


## unit hispread;


interfack

 Iways to exit menu selaction

Whay of exit menus
spreachpos
spreadrpos:byte: $\quad$ selected postition in menut

Function instan sprest

> (var hane:pornter: 立
xpos; byts;
Unper lert cornert
ypos:byle;

com:bybe:
fimextmen number of celumns on soreari
whentoyte:
(w) when of tremet

f7ther Tr Meruy
hxpes byte:

Mypos:byte;
hength:byte $\quad$ Imexthel iencth of bawkgound for help to columm



procedure inster
(name:pornem;

Freme:byte: folor of prames
textibyce;
Colon of une lemtec ftemp
hightight: bytes
foblor of selemted tremb
pg:byte:
Color of pgup. . . ${ }^{3}$
headinyse
Color of headilne?
hoolom:byes;
Color of help to btem
hesdeol:byte;
Colar af eolumh herdrngs unactected\}
heachathibyte; Colon of columh heraings selectedt
numben ibyte; $\quad$ Color fom mumberec option

-Define the celnes rom a menu\}
 fonct a head inne and a hevp fom a coumh


prowerure whe ron spreadiname ponnter;rrow: bytey;
(-Ado a row to menu icentritied by rame at row reons
(-1p rrow in then append row

```
procedure delete_row_spread(name;pointer;drow:byte)
    {-Delete row drow in menu Identified by name%
procedure add_item_spread (name:pohnter;n知:string;ncon,nrou:byte):
    {-Add an ftem to menu idmentried by name 就 column nool and row nrow}
    f-rf nool=0 then append item in row}
procedure chm,ga_mtem_spread(nme:pointer;nitem:string;chcon,chrow;oyte);
    f-change the content of an item}
Function delete_item_spread(name:pointer; dcol, drow;byte) ibyte;
    f-Delete an ftem from posityon dool, drow; retum % of items lept in rowl
procedure move item,spread(name:ponnten;scol,srow, dcol, drowibyte):
    f-Move ak flem from position scol, srow to dcol, trow within the menut
procedure delete_mpread_from_soreen(nameapointer);
    f-blspose heap space for wincow!
procecure delete_spread_变om_menory(nawe:pointer);
    f-Dispose al7 of menu heap space)
procedure reset_spreadinomespolnter;reset_pos:boolean);
    {-beacttvace menu, erase items, leave menu on sereen}
```



```
    f-elee leave old position alone?
procedure inc rom_spread(name:pointer):
    {-1me current row it possible}
    fmrovided an addition took places
procecure incmeol_spread(name:polnter);
    {-Ino current col if possible}
procedure dec_ool_spread(name:pointer):
    {~dec current col if possible}
procedure reset_com_spread(name:pointer);
    {-aet cumrent col to f}
procedure reset_row_spreadiname:pointer);
    {-set curment ron to 1}
procedure dec_ron_spread(name;pointer):
    |-dee current row if possible)
    f-proviced a deletion tock places
procedure reset_headline_spread(namespointer;haadline:string);
    F-Enter new headline for menu, used in conjunction with reset_spread}
    f-\mathrm{ Order: reset_spread --> reset_headline_spread -> shouspread}}
procedure clear_the_screen(name:pornter);
    fm
function showspreaz
    (name:pointer";
    Mull:boclean:"
    Tul]:boclean;
    numberec;boolean;
    Frue if Prame/lines etc. should be shown!
    Crue if menu should be shown w/o selection}
    shadowed:boolean;
    true if rowe phould be mumbered}
    delafterchow boolean
    {tuve it a shadow ts wished}
    Frue if menu should be eramed after salemtion}
    Yboclean;
    {Retumh true 咅 succestu?}
    f-Display menu system; let ucer brovse ft, wetumm menupos and way of exith
```

untt hieditor:




```
* Program zuther : sens Weze?
* * Programmrng envaronmont : Turbo pasczat o.0
% %
```



```
*)
```






```
f * Actum\S ;
    * %
```



```
interface
```



```
function edit(table_str,attmbute_str,value_str:string;var htext:mam_text):boolean;
    {-mdtt htext and display wable_str and attribute_str and value_str at the top}
Function topdirmenulmodu, x ,yl, rows, colu,backcot, 音ramecol, textcol,highcol:byte;
                suff:string; var dur_string;dm_of_flle:string):byte;
    {--plsplay directory with rows rows and colu colum, -mith colors tool
    at xi,yb, les user browse through and select fitaname dir_string
    wth sutrbx suff in path dir_of file, modus: l=wide z=normat
    returne
        0: %f muccesful
        i: im there is not enough memory
        2: if there is a disk errory
procecure inft_text(var te:mein_text);
```



```
Function save_text(te:maln_text;var fi:text):boolean:
    f-mppend te to fi!
function loadmtext(var tesmatn_text;var fittext):boolean;
    {-\inftyloac te from fi}
```


## unit LSutil：



```
{*
* Program author : Jens Wazel 娄 变
| Programming environment : Turbo Pasca? E.0 * v
*
```



```
& Services : Alt kinc! of useful routines % %
```



```
| Actione : Detect present graphic cerd moce (grafik/mono) * }
| Detect nemory location of text acreen 咅 b
* save contiguration blements 髙 b
```



```
intergace
uses ert,cos:
const MaxD1rsize=128;
type Bufptr = BufferArray;
    BufferArray = array[0..Naxant] of byte; ffor Savewtndowh
    ctsplaymard = (mono,grefth);
    colarmode = {farbe,sw);
    dinper = DbrRec;
    dtreec = record
                            Attr: Byte;
                        Time: Longint;
                        Size: Longmen:
                            Name: string(121;
                    end;
    difllst = amray[0. MaxDirsizeml] of Dirptr:
var present_card:display_card: fPresent display cards
    start_of_bufrer:longint; FStart adregs of display page}
    video_mode:color_mode; fpresent color mode\
    opl,copz:string;
    Ine_mode:soclean; Ltrue if TMeERT is active}
    Dispmode:byte;
procedure Restorgcontig:
    {-Restore display mode, window, Textattr, Cursor whion are automatically saved
function savekindow(x1, y1, x2, y2 : Byte; AlTocete : Boolean;
    var Psorstore : Polnter) : Boolean;
```



```
procedure Restorehindow (x), yl, x2, y2 ; Byte;
    Dea\etalocate : Boolean; var pserstore : Ponter);
    {-Restore specinted window and deallocate buffer space le reguegted)
procedure print(wort:string;e,r:byte;whzah linteger;attribut:byte);
    f-print a string at e, whzahl times wth color attribut}
```



```
    f-Draw a frame around the w lndow gpectiblec by xy,yt,xz,yz with
        lue type in color farba and prints a headline in color fheac}
function reosstring:
procedure oooo;
procadure read_sumode;
```



```
procedure cu(controt:byts):
    (-Tum, cursor on (control=1) or orf (control=0)}
```

```
procedure savewindowcursor(var p:pointer);
    {-Seve present wincow, cursor coorcinates, cursor status and textattribute}
procedure kestorevindowGursor(var p:potmter):
    i-Restore window, curgor coordinates, ourgor status annd textattribute}
function file_name_strimg(filenam;string):boolean;
    -peturms rrue if filmenam could be a filmenme}
Function ptinter_ckiboolean:
    |-returns true i⿱⿱亠䒑日\zh20十⿱⿰㇒一大口
procedure sound_message;
    f-Make special sound)
procedure reads(var sistring:l,taxtcolibyte);
    -Gead a string In textcol with meximal I Characters from the keyboardp
procedure qw;
    {-Welt for a keystroke and do not affect any keyboard input fn the background}
Function os_she?Tibyte;
    |-Gall os_shell and return
                                    0: if call mas succesful
                                    1: if GOMMMND.COM is not present
                    2. if there is not enough memorys
function topohdir(xt,yt,framecol,textool,textcolh:byte):boolean;
    (-Dismlay a message and change into wished directory if poss⿱bl\m
        print frame at xlyy with framecol, mormar text with textcol and
        Intencive text with textcolh, returas true ff succesful)
Function topetr(xp,yt,framecol,textcol:byte);byte;
    f-bisplay directory with framecol and textcol at xi,yt, returns
                            0: if succestul
                            1: if there is not enough memory
                            2: if there is a disk errory
Tunction textwrourdcurser (max_lon;xg:ygibyte):string;
    {-Returns the string around posttion xg.yg with mexinal length max, len}
Function get_calling_path(hilpstristring):string;
    f-Returne the callong path of the program}
```

unit LShelpk；
Uses dom,cnt, mmenu, Suth7:

```


```

    *a=16; {Goordinates}
    ya=6;
    xb=55;
    yb=22;
    cb=xb-xaty: {maxime} number of text columns}
    en=yb-ya+1;
    max_hervor=20;
    max_quer=8;
    es=8:
    lof help windows
(meximal number af text rows)
max cuer-s
{maximat number of accentuated strings?
{maxima} number of cross comnectione}

```


```

```
} % % %
```

```
} % % %
| % Program author : Jen⿳ wame\
| % Program author : Jen⿳ wame\
I * programming environment : Turbo pascet 6.0
I * programming environment : Turbo pascet 6.0
{ *
```

```
{ *
```

```












```

```
Inter变ack
```

```
Inter变ack
```

M, \

```
M, \
    amo_string= stringtiom:
    help_colors = array[1..121 or byte;
    controlmann mecord fontrol table for help system
                    name:Mamb_strinc:
                    seek: integer;
                            end:
    display_card = (mono,grattk);
    color_mode = (farbe,sw);
var colo:help colors;
\｛Colors for display help\} quernum syte：
Choosed cross connection （mode queron＝false）\}
help＿o：arrayll．，max file，i．absmaxhelpl of controlmatn；
Control table of systen\}
endcolibyta；\(\quad\) Color of ende＿request
levelibyte；fievel of dippiculty\}
scelay：word：Idelay in shommode
present＿card：dsplay＿card：\(\quad\) Ppresent display card\}
videa mode：colom mode：
Present color modes
盽unctiom detect＿manint
（hfilesstring；frimename or hetpriles
status：string；\(\quad\) Status line
stx，sty byte［Postition of status The\}
\}:boolean; \{Returns true 音 successfut
f－Look for helpfile ano inttialize help systems
```

Function hitre savebefore:booleam: clrberore;boolean; shadowed:boolean;
or hetp
hadowed:boolean; ftrue for drawhy a shadow
(true if elrecr before display helpy
Grawhelpscreen:bontean; ftrue if show mode with delays is actives show ignal:boplean; true if pgup/pgon information should be givent gueronsbootean: turue itreross connection work is allowed\} startpage;byte; ffigure of first shoun page, last pageas) pgexit:boolean;
frue if exit at last page is allowed with Pgon and exit at first page is allowed with Pgup\} total_ende request_at_esc:boolean frue if this request should be dones ):byte: (-misplay help and returns

0 if Successfut
2 if user escaped with Pgup
3 if user egcaped wth pgon
4 if bisk emror
5 p Help is not avallable
6 If Heap Ovarplow
$7: 14$ y uner escaped mith Ebc
(page number: $=-6$ ) ?
procedure set_help_colars:
(-Sets atl colors of the help-screen (basic settinge))

The HIEDIT/HICLASS package provides the means to build an Expert System for any problem which can be solved using hierarchical classification.

## Copyright

* (c) Copyright 1992 Jens Wazel

```
* 331 Oxford College Hall Oxford, OH 45056 (513) 529-6522
```

* E-mail: JWAZEL@MIAMIU

```
Program type
```

* HIEDIT : Expert System Editor.
* HICLASS : Expert System Shell.
Hierarchical Classification for any problem type.

```
Written in
```

* TURBO PASCAL 6.0 (16.000 lines).
Programming language
* Not required to use HIEDIT and HICLASS.
User interface
* Pull-down menus, spreadsheets.
* Full screen editor.
* Context-sensitive help system (over 100 help screens).
Knowledge representation
* Tables in a hierarchy.
* Several descriptions for one concept.
* Several concepts combined in one table.
* Concepts described by attributes with values.
* Certainty values (weights) for each concept.
Size of one table
-ール
* Up to 12 attributes, 26 values per attribute.
* Up to 255 concept descriptions.

```
Size of hierarchy
* Almost unlimited.
* Tables only invoked when needed.
* Minimal amount of information kept in main memory.
Data types
* Logical and numeric (interval-based).
Global attributes
* Attributes can be defined globally.
Don't care
* Concept descriptions can include "Don't care" values.
Questions
* Are asked to acquire data using customized text screens.
```


## Answers

```
* Can be entered by the user (multiple choice, numeric).
* Can be provided by a subtree of tables.
"UNKNOWN", "NOT APPLICABLE"
* Two special answer options.
Global control strategy
* Depth-first, several paths.
* Tables can be used several times in the hierarchy.
Local control strategies
* Goal: minimum amount of questions asked.
* Chosen by user or automatically.
* MATCH: ask all questions and compare to table content (database search). LEFT-TO-RIGHT: ask questions left to right, reduce table content. HEURISTIC: heuristic decides which questions to ask, reduce table content.
```

* Based on certainty and fuzzy set theory.
* Derived from weights of concepts and amount of answers UNKNOWN.
* Certainty values combined for paths.
* Thresholds for path termination.


## Session report

* Session report file built automatically on disk.
* Interrupted session can be resumed.

History

* Al1 questions, answers, and conclusions of current session.

Conclude

* All values for results.

Inductive learning


#### Abstract

* Inductive learning algorithm for creating a distinction-oriented knowledge representation used by hierarchical hypothesis matcher HIHYPO (c) 1992 Jens Wazel.


Example

* '*. HIT' on your program disk; root table: 'EXAMPLET'.
* Have a look at the table definitions with HIEDIT.
* Load 'EXAMPLE1' into HICLASS and classify animals.

More information

* Access the help system.
* Write, call, or send an E-mail to Jens Wazel.


## Jens＇thesis

Revision as of $1 / 26 / 93$

1．Rethinking the evaluation of answers UNKNOWN
In section 3．10．it was explained why it is necessary to incorporate the information about answers UNKNOWN into the certainty of the result（s）of a table．The approach developed there was to count the number of answers UNKNOWN for a particular table， and to weaken each result by the ratio

$$
r=\frac{\Sigma \text { questions }-\Sigma \text { UNKNOWN }}{\Sigma \text { questions }}
$$

while multiplying this ratio with the certainty of each result．
This approach of incorporating the amount of answers UNKNOWN is justified，if the table has more than one result．If，on the other hand，the result set of the table only consists of one result，then the certainty of this result should NOT be weakened．This is due to the limited world view applied for each table．Let us consider an example：

| type | size | location | creature | weight |
| :--- | :--- | :--- | :--- | :--- |
| cetacea | 25 ft. | at sea | whale | 1.0 |
| cetacea | 6 ft. | near coast | porpoise | 1.0 |
| cetacea | 6 ft. | at sea | dolphin | 1.0 |
| fish | 1 ft | n．pacific | salmon | 1.0 |
| fish | 6 ft. | at sea | shark | 1.0 |

If the answers of the user are

〈UNKNOWN〉，〈UNKNOWN〉，＜at sea＞
then the result set would be the following

| type | size | location | creature | weight |
| :--- | :--- | :--- | :--- | :--- |
| cetacea | 25 ft. | at sea | whale | 1.0 |
| cetacea | 6 ft. | at sea | dolphin | 1.0 |
| fish | 6 ft. | at sea | shark | 1.0 |

It should be clear that these three results canot be given with $100 \%$ certainty. The fact that 2 out of three questions could not be answered weakens the quality of the results. Therefore, it is totally correct to derive

```
    r = ( 3 - 2 ) / 3 = 0 . 3
and to give the results
    whale 0.3
    dolphin 0.3
    shark 0.3
```

If, on the other hand, the user answers with

```
<UNKNOWN>, <25 ft.>, <at sea>
```

the result set would only consist of one element, a <whale〉. Despite the unknown type, a untque result could be found. We can be sure that the animal to be classified is in fact a <whale〉, since it is unique with respect to its size. In this case, the certainty of the result should NOT be weakened.

Given the above reasoning, the following changes have been made to the HTCLASS system:

The amount of answers UNKNOWN weakens the certainty of the results $\quad$ tp, and only if, there are several results.

If there is only one result of the table, the amount of answers UNKNOWN is NOT incorporated in the calculation of the certainty for that result.

## 2. Providing a command line option for HICLASS

While working on an implementation of HICLASS (a topic advisor for the German department) it became clear that in some cases it is not necessary, or even desired, to allow a user to have access to the full power of HICLASS. This is true for the first FILES screen as well as for options like CONCLUDE and HISTORY. Therefore, the following changes have been made to HICLASS:

The program CAN now be called with the following parameters:
Hiclass [tname] [-[e[i[c]]]] [thead]ine]
Explanation of parameters:

1. tname

- thame $=$ name of root table to be called
- FILES screen is not shown
- a report file cannot be stored
- after an interrupt or an advice the program halts
- the name of the help file is changed from HICLASS. HLP to a customized help file thame.hlp

2. -eic
following the ' -", the following options can be disabled:

$$
\begin{aligned}
& \text { e: disable EXPLAIN } \\
& \text { i: disable HISTORY } \\
& \text { c: disable CONCLUDE }
\end{aligned}
$$

3. headline
the predefined headline showing root and actual tables is replaced by headline, which follws a 't'

Calling HICLASS without any parameter, nothing changes. The system is customized by calling the program with one, two or all three of the parameters.

The HIEDIT/HICLASS package provides the means to build an Expert system for any problem which can be solved using hierarchical classification.

Copyright

```
* (c) Copyright }1992\mathrm{ Jens Wazel
* 331 Oxford College Hall Oxford, OH 45056 (513) 529-6522
* E-mail: JWAZEL@MIAMIU
Program type
* HIEDIT : Expert System Editor.
* HICLASS : Expert System Shell.
    Hierarchical Classification for any problem type.
Written in
* TURBO PASCAL 6.0 (16.000 lines).
Programming language
* Not required to use HIEDIT and HICLASS.
User interface
* Pull-down menus, spreadsheets.
* Full screen editor.
* Context-sensitive help system (over 100 help screens).
```

Knowledge representation

* Tables in a hierarchy.
* Several descriptions for one concept.
* Several concepts combined in one table.
* Concepts described by attributes with values.
* Certainty values (weights) for each concept.
Size of one table
* Up to 12 attributes, 26 values per attribute.
* Up to 255 concept descriptions.

```
Size of hierarchy
* Almost unlimited.
* Tables only invoked when needed.
* Minimal amount of information kept in main memory.
Data types
* Logical and numeric (interval-based).
Global attributes
------------------
* Attributes can be defined globally.
Don't care
* Concept descriptions can include "Don't care" values.
Questions
* Are asked to acquire data using customized text screens.
```


## Answers

```
-------
* Can be entered by the user (multiple choice, numeric).
* Can be provided by a subtree of tables.
"UNKNOWN", "NOT APPLICABLE"
* Two special answer options.
Global control strategy
* Depth-first, several paths.
* Tables can be used several times in the hierarchy.
Local control strategies
-------------------------
* Goal: minimum amount of questions asked.
* Chosen by user or automatically.
* MATCH: ask all questions and compare to table content (database search).
    LEFT-TO-RIGHT: ask questions left to right, reduce table content.
    HEURISTIC: heuristic decides which questions to ask, reduce table content.
```

Uncertainty handling

```
* Based on certainty and fuzzy set theory.
* Derived from weights of concepts and amount of answers UNKNOWN.
* Certainty values combined for paths.
* Thresholds for path termination.
```

Session report

* Session report file built automatically on disk.
* Interrupted session can be resumed.
History
* All questions, answers, and conclusions of current session.


## Conclude

```
* All values for results.
```


## Inductive learning

```
* Inductive learning algorithm for creating a distinction-oriented
    knowledge representation used by hierarchical hypothesis matcher
    HIHYPO (c) }1992\mathrm{ Jens Wazel.
```


## Example

```
* '*.HIT' on your program disk; root table: 'EXAMPLE1'.
* Have a look at the table definitions with HIEDIT.
* Load 'EXAMPLE1' into HICLASS and classify animals.
```


## More information

```
* Access the help system.
* Write, call, or send an E-mail to Jens Wazel.
```

